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Preface

Greek philosopher Heraclitis said over 2500 years ago that “Nothing endures but
change.” Forecasting is a tricky business, but this sentiment strikes us as being as
safe a bet as one can make. Change—rapid change—underlies all our lives. As we
were completing this textbook, the world entered a period of marked economic
uncertainty that led many students, and indeed people from all walks of life, to tune
into economic events as never before to try to understand the economic world
around them. So, while we as economists have the public’s attention, we see an
opportunity to share economics principles and the economic way of thinking in a
way that emphasizes their relevance to today’s world. We use applications from
sports, politics, campus life, current events, and other familiar settings to illustrate
the links between theoretical principles and common experiences. Because of the
increasingly global nature of economic activity, we also recognize the need for a
clear and consistent international focus throughout an economics text. In addition,
we have tried to provide a sense of the intellectual excitement of the field and an
appreciation for the gains it has made, as well as an awareness of the challenges
that lie ahead.

To ensure students realize that economics is a unified discipline and not a
bewildering array of seemingly unrelated topics, we develop the presentation of
microeconomics and of macroeconomics around integrating themes.

The integrating theme for microeconomics is the marginal decision rule, a simple
approach to choices that maximize the value of some objective. Following its
presentation in an early microeconomics chapter, the marginal decision rule
becomes an integrating device throughout the discussion of microeconomics.
Instead of a hodgepodge of rules for different market conditions, we give a single
rule that can be applied within any market setting.

The integrating theme for macroeconomics is the model of aggregate demand and
aggregate supply. Following its presentation in an early macroeconomics chapter,
this model allows us to look at both short-run and long-run concepts and to address
a variety of policy issues and debates.

Recognizing that a course in economics may seem daunting to some students, we
have tried to make the writing clear and engaging. Clarity comes in part from the
intuitive presentation style, but we have also integrated a number of pedagogical
features that we believe make learning economic concepts and principles easier and
more fun. These features are very student-focused.
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The chapters themselves are written using a “modular” format. In particular,
chapters generally consist of three main content sections that break down a
particular topic into manageable parts. Each content section contains not only an
exposition of the material at hand but also learning objectives, summaries,
examples, and problems. Each chapter is introduced with a story to motivate the
material and each chapter ends with a wrap-up and additional problems. Our goal is
to encourage active learning by including many examples and many problems of
different types.

A tour of the features available for each chapter may give a better sense of what we
mean:

« Start Up—Chapter introductions set the stage for each chapter with an
example that we hope will motivate readers to study the material that
follows. These essays, on topics such as the value of a college degree in
the labor market or how policy makers reacted to a particular
economic recession, lend themselves to the type of analysis explained
in the chapter. We often refer to these examples later in the text to
demonstrate the link between theory and reality.

+ Learning Objectives—These succinct statements are guides to the
content of each section. Instructors can use them as a snapshot of the
important points of the section. After completing the section, students
can return to the learning objectives to check if they have mastered
the material.

+ Heads Up!—These notes throughout the text warn of common errors
and explain how to avoid making them. After our combined teaching
experience of more than fifty years, we have seen the same mistakes
made by many students. This feature provides additional clarification
and shows students how to navigate possibly treacherous waters.

+ Key Takeaways—These statements review the main points covered in
each content section.

¢ Key Terms—Defined within the text, students can review them in
context, a process that enhances learning.

¢ Try It! questions—These problems, which appear at the end of each
content section and which are answered completely in the text, give
students the opportunity to be active learners. They are designed to
give students a clear signal as to whether they understand the material
before they go on to the next topic.

+ Cases in Point—These essays included at the end of each content
section illustrate the influence of economic forces on real issues and
real people. Unlike other texts that use boxed features to present
interesting new material or newspaper articles, we have written each
case ourselves to integrate them more clearly with the rest of the text.



Preface

+ Summary—In a few paragraphs, the information presented in the
chapter is pulled together in a way that allows for a quick review of the
material.

« End-of-chapter concept and numerical problems—These are bountiful
and are intended to check understanding, to promote discussion of the
issues raised in the chapter, and to engage students in critical thinking
about the material. Included are not only general review questions to
test basic understanding but also examples drawn from the news and
from results of economics research. Some have students working with
real-world data.

« Chapter quizzes—Each chapter also includes online, supplementary
multiple choice questions that provide students with feedback on both
correct and incorrect responses. These provide yet another way for
students to test themselves on the material.

Additional Material for Instructors

The authors have been personally involved in the generation of a huge Test Bank
that includes multiple choice, true/false, and short essays questions. These
questions are scored in terms of level of difficulty and include multiple ways of
testing the material.

The Solutions Manual, with which the authors were also involved, contains answers
for all concept and numerical problems found at the end of each text chapter.

The PowerPoint Slides include all the exhibits contained in the text to allow ease of
use in class.

We hope that users will find this text an engaging and enjoyable way of becoming
acquainted with economics principles and that mastery of the material will lead to
looking at the world in a deeper and more meaningful way. We welcome all

feedback.

Libby Rittenberg

Timothy Tregarthen



Chapter 1

Economics: The Study of Choice

Start Up: Economics in the News

Economic issues dominated the news in 2011, just as they dominate news in most
years. What happens to economic phenomena such as growth, unemployment,
gasoline and food prices, house values, and the national debt matters—and these
phenomena matter a great deal.

What causes the prices of some goods to rise while the prices of other goods fall?
Price determination is one of the things that we will study in this book. We will
consider factors that lead an economy to grow more or less rapidly, the
determination of unemployment rates, and even the process through which
governments make choices that can lead to the kind of dilemma the United States
faced in 2011 as the national debt soared past the nation’s debt limit.

While the investigation of these problems surely falls within the province of
economics, economics encompasses a far broader range of issues. Ultimately,
economics is the study of choice. Because choices range over every imaginable
aspect of human experience, so does economics. Economists have investigated the
nature of family life, the arts, education, crime, sports, law—the list is virtually
endless because so much of our lives involves making choices.

Consider some of the choices you face. Would you like better grades? More time to
relax? More time watching movies? Getting better grades probably requires more
time studying, and perhaps less relaxation and entertainment. Not only must we
make choices as individuals, we must make choices as a society. Do we want a
cleaner environment? Faster economic growth? Both may be desirable, but efforts
to clean up the environment may conflict with faster economic growth. Society
must make choices.

Economics is defined less by the subjects economists investigate than by the way in
which economists investigate them. Economists have a way of looking at the world
that differs from the way scholars in other disciplines look at the world. It is the
economic way of thinking; this chapter introduces that way of thinking.



Chapter 1 Economics: The Study of Choice

1.1 Defining Economics

1. A social science that examines
how people choose among the

alternatives available to them.

2. The condition of having to
choose among alternatives.

LEARNING OBJECTIVES

1. Define economics.
Explain the concepts of scarcity and opportunity cost and how they
relate to the definition of economics.

3. Understand the three fundamental economic questions: What should be
produced? How should goods and services be produced? For whom
should goods and services be produced?

Economics' is a social science that examines how people choose among the
alternatives available to them. It is social because it involves people and their
behavior. It is a science because it uses, as much as possible, a scientific approach in
its investigation of choices.

Scarcity, Choice, and Cost

All choices mean that one alternative is selected over another. Selecting among
alternatives involves three ideas central to economics: scarcity, choice, and
opportunity cost.

Scarcity

Our resources are limited. At any one time, we have only so much land, so many
factories, so much oil, so many people. But our wants, our desires for the things
that we can produce with those resources, are unlimited. We would always like
more and better housing, more and better education—more and better of
practically everything.

If our resources were also unlimited, we could say yes to each of our wants—and
there would be no economics. Because our resources are limited, we cannot say yes
to everything. To say yes to one thing requires that we say no to another. Whether
we like it or not, we must make choices.

Our unlimited wants are continually colliding with the limits of our resources,
forcing us to pick some activities and to reject others. Scarcity” is the condition of

10
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3. A good for which the choice of
one alternative requires that
another be given up.

4. A good for which the choice of
one use does not require that
another be given up.

1.1 Defining Economics

having to choose among alternatives. A scarce good® is one for which the choice of
one alternative use of the good requires that another be given up.

Consider a parcel of land. The parcel presents us with several alternative uses. We
could build a house on it. We could put a gas station on it. We could create a small
park on it. We could leave the land undeveloped in order to be able to make a
decision later as to how it should be used.

Suppose we have decided the land should be used for housing. Should it be a large
and expensive house or several modest ones? Suppose it is to be a large and
expensive house. Who should live in the house? If the Lees live in it, the Nguyens
cannot. There are alternative uses of the land both in the sense of the type of use
and also in the sense of who gets to use it. The fact that land is scarce means that
society must make choices concerning its use.

Virtually everything is scarce. Consider the air we breathe, which is available in
huge quantity at no charge to us. Could it possibly be scarce?

The test of whether air is scarce is whether it has alternative uses. What uses can we
make of the air? We breathe it. We pollute it when we drive our cars, heat our
houses, or operate our factories. In effect, one use of the air is as a garbage dump.
We certainly need the air to breathe. But just as certainly, we choose to dump
garbage in it. Those two uses are clearly alternatives to each other. The more
garbage we dump in the air, the less desirable—and healthy—it will be to breathe. If
we decide we want to breathe cleaner air, we must limit the activities that generate
pollution. Air is a scarce good because it has alternative uses.

Not all goods, however, confront us with such choices. A free good® is one for which
the choice of one use does not require that we give up another. One example of a
free good is gravity. The fact that gravity is holding you to the earth does not mean
that your neighbor is forced to drift up into space! One person’s use of gravity is not
an alternative to another person’s use.

There are not many free goods. Outer space, for example, was a free good when the
only use we made of it was to gaze at it. But now, our use of space has reached the
point where one use can be an alternative to another. Conflicts have already arisen
over the allocation of orbital slots for communications satellites. Thus, even parts of
outer space are scarce. Space will surely become scarcer as we find new ways to use
it. Scarcity characterizes virtually everything. Consequently, the scope of
economics is wide indeed.

11
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5. The value of the best
alternative forgone in making
any choice.

1.1 Defining Economics

Scarcity and the Fundamental Economic Questions

The choices we confront as a result of scarcity raise three sets of issues. Every
economy must answer the following questions:

1. What should be produced? Using the economy’s scarce resources to
produce one thing requires giving up another. Producing better
education, for example, may require cutting back on other services,
such as health care. A decision to preserve a wilderness area requires
giving up other uses of the land. Every society must decide what it will
produce with its scarce resources.

2. How should goods and services be produced? There are all sorts of
choices to be made in determining how goods and services should be
produced. Should a firm employ a few skilled or a lot of unskilled
workers? Should it produce in its own country or should it use foreign
plants? Should manufacturing firms use new or recycled raw materials
to make their products?

3. For whom should goods and services be produced? If a good or
service is produced, a decision must be made about who will get it. A
decision to have one person or group receive a good or service usually
means it will not be available to someone else. For example,
representatives of the poorest nations on earth often complain that
energy consumption per person in the United States is many times
greater than energy consumption per person in the world’s scores of
poorest countries. Critics argue that the world’s energy should be more
evenly allocated. Should it? That is a “for whom” question.

Every economy must determine what should be produced, how it should be
produced, and for whom it should be produced. We shall return to these questions
again and again.

Opportunity Cost

It is within the context of scarcity that economists define what is perhaps the most
important concept in all of economics, the concept of opportunity cost.
Opportunity cost’ is the value of the best alternative forgone in making any choice.

The opportunity cost to you of reading the remainder of this chapter will be the
value of the best other use to which you could have put your time. If you choose to
spend $20 on a potted plant, you have simultaneously chosen to give up the benefits
of spending the $20 on pizzas or a paperback book or a night at the movies. If the
book is the most valuable of those alternatives, then the opportunity cost of the

12
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plant is the value of the enjoyment you otherwise expected to receive from the
book.

The concept of opportunity cost must not be confused with the purchase price of an
item. Consider the cost of a college or university education. That includes the value
of the best alternative use of money spent for tuition, fees, and books. But the most
important cost of a college education is the value of the forgone alternative uses of
time spent studying and attending class instead of using the time in some other
endeavor. Students sacrifice that time in hopes of even greater earnings in the
future or because they place a value on the opportunity to learn. Or consider the
cost of going to the doctor. Part of that cost is the value of the best alternative use
of the money required to see the doctor. But the cost also includes the value of the
best alternative use of the time required to see the doctor. The essential thing to see
in the concept of opportunity cost is found in the name of the concept. Opportunity
cost is the value of the best opportunity forgone in a particular choice. It is not
simply the amount spent on that choice.

The concepts of scarcity, choice, and opportunity cost are at the heart of economics.
A good is scarce if the choice of one alternative requires that another be given up.
The existence of alternative uses forces us to make choices. The opportunity cost of
any choice is the value of the best alternative forgone in making it.

KEY TAKEAWAYS

« Economics is a social science that examines how people choose among
the alternatives available to them.

« Scarcity implies that we must give up one alternative in selecting
another. A good that is not scarce is a free good.

¢ The three fundamental economic questions are: What should be
produced? How should goods and services be produced? For whom
should goods and services be produced?

« Every choice has an opportunity cost and opportunity costs affect the
choices people make. The opportunity cost of any choice is the value of
the best alternative that had to be forgone in making that choice.

1.1 Defining Economics 13
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TRY IT!

Identify the elements of scarcity, choice, and opportunity cost in each of the
following:

1. The Environmental Protection Agency is considering an order that a
500-acre area on the outskirts of a large city be preserved in its natural
state, because the area is home to a rodent that is considered an
endangered species. Developers had planned to build a housing
development on the land.

2. The manager of an automobile assembly plant is considering whether to
produce cars or sport utility vehicles (SUVs) next month. Assume that
the quantities of labor and other materials required would be the same
for either type of production.

3. A young man who went to work as a nurses’ aide after graduating from
high school leaves his job to go to college, where he will obtain training
as a registered nurse.

1.1 Defining Economics 14
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1.1 Defining Economics

Case in Point: Canadians Make a Choice

VOTE HERE

© Thinkstock

Canadian Prime Minister Stephen Harper, head of the Conservative Party, had
walked a political tightrope for five years as the leader of a minority
government in Canada’s parliamentary system. His opponents, upset by policies
such as a reduction in corporate tax rates, sought a no-confidence vote in
Parliament in 2011. It passed Parliament overwhelmingly, toppling Harper’s
government and forcing national elections for a new Parliament.

The political victory was short-lived—the Conservative Party won the May 2011
election easily and emerged as the ruling party in Canada. This allowed Mr.
Harper to continue to pursue a policy of deficit and tax reduction.

Canadian voters faced the kinds of choices we have been discussing. Opposition
parties—the New Democratic Party (NDP) and the more moderate Liberal
Party—sought higher corporate tax rates and less deficit reduction than those
advocated by the Conservatives. Under Mr. Harper, the deficit had fallen by
one-third in 2010. He promises a surplus budget by 2015, a plan the
International Monetary Fund has termed “strong and credible.”

Canada’s unemployment rate in May, 2011 was 7.4 percent compared to a U.S.
rate that month of 9.1 percent. GDP growth in Canada was 3.1 percent in 2010;
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1.1 Defining Economics

the Bank of Canada projects 4.2 for its growth rate the first quarter of 2011,
compared to a U.S. rate for that quarter of 1.8 percent.

Mr. Stephens employed a stimulus package to battle the recession that began in
Canada in 2008. He scaled back that effort in 2010 and 2011, producing
substantial reductions in the deficit.

Writing on the eve of the election, Wall Street Journal columnist Mary Anastasia
0’Grady termed the vote a “referendum on limited government.” Whether or
not that characterization was accurate, Canadians clearly made a choice that
will result in lower taxes and less spending than the packages offered by the
NDP and Liberal Party.

While the issue did not seem to figure prominently in the 2011 campaign, the
NDP platform promised to reduce Canada’s greenhouse gas emissions, which
have increased with the development of huge oil deposits in Alberta, deposits
that have put Canada in third place (behind Venezuela and Saudi Arabia) in the
world in terms of oil reserves. Mr. Harper and the Conservatives have promised
to proceed with this development as a key factor in Canada’s growth, while the
NDP would restrict it sharply. It is a classic case of the problem when choices
are made between environmental quality and economic growth.

Sources: Kathleen Harris, “A Vote for the Economy,” Canadian Business, 84(6),
May 9, 2011; Nirmala Menon and Paul Vieira, “Canada’s Conservatives Win
Majority,” The Wall Street Journal online, May 3, 2011; Paul Vieira, “Canada’s
Budget Deficit Shrinks on Strong Growth,” The Wall Street Journal online, April 22,
2011; Mary Anastasia O’Grady, “Canada’s Capitalism Referendum, The Wall Street
Journal online, May 2, 2011. The platform of the NDP is available at
http://xfer.ndp.ca/2011/2011-Platform/NDP-2011-Platform-En.pdf.
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ANSWERS TO TRY IT! PROBLEMS

1. The 500-acre area is scarce because it has alternative uses: preservation
in its natural state or a site for homes. A choice must be made between
these uses. The opportunity cost of preserving the land in its natural
state is the forgone value of the land as a housing development. The
opportunity cost of using the land as a housing development is the
forgone value of preserving the land.

2. The scarce resources are the plant and the labor at the plant. The
manager must choose between producing cars and producing SUVs. The
opportunity cost of producing cars is the profit that could be earned
from producing SUVs; the opportunity cost of producing SUVs is the
profit that could be earned from producing cars.

3. The man can devote his time to his current career or to an education;
his time is a scarce resource. He must choose between these alternatives.
The opportunity cost of continuing as a nurses’ aide is the forgone
benefit he expects from training as a registered nurse; the opportunity
cost of going to college is the forgone income he could have earned
working full-time as a nurses’ aide.

1.1 Defining Economics 17
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1.2 The Field of Economics

LEARNING OBJECTIVES

1. Explain the distinguishing characteristics of the economic way of
thinking.
2. Distinguish between microeconomics and macroeconomics.

We have examined the basic concepts of scarcity, choice, and opportunity cost in
economics. In this section, we will look at economics as a field of study. We begin
with the characteristics that distinguish economics from other social sciences.

The Economic Way of Thinking

Economists study choices that scarcity requires us to make. This fact is not what
distinguishes economics from other social sciences; all social scientists are
interested in choices. An anthropologist might study the choices of ancient peoples;
a political scientist might study the choices of legislatures; a psychologist might
study how people choose a mate; a sociologist might study the factors that have led
to a rise in single-parent households. Economists study such questions as well. What
is it about the study of choices by economists that makes economics different from
these other social sciences?

Three features distinguish the economic approach to choice from the approaches
taken in other social sciences:

1. Economists give special emphasis to the role of opportunity costs in
their analysis of choices.

2. Economists assume that individuals make choices that seek to
maximize the value of some objective, and that they define their
objectives in terms of their own self-interest.

3. Individuals maximize by deciding whether to do a little more or a little
less of something. Economists argue that individuals pay attention to
the consequences of small changes in the levels of the activities they
pursue.

The emphasis economists place on opportunity cost, the idea that people make
choices that maximize the value of objectives that serve their self-interest, and a
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1.2 The Field of Economics

focus on the effects of small changes are ideas of great power. They constitute the
core of economic thinking. The next three sections examine these ideas in greater
detail.

Opportunity Costs Are Important

If doing one thing requires giving up another, then the expected benefits of the
alternatives we face will affect the ones we choose. Economists argue that an
understanding of opportunity cost is crucial to the examination of choices.

As the set of available alternatives changes, we expect that the choices individuals
make will change. A rainy day could change the opportunity cost of reading a book;
we might expect more reading to get done in bad than in good weather. A high
income can make it very costly to take a day off; we might expect highly paid
individuals to work more hours than those who are not paid as well. If individuals
are maximizing their level of satisfaction and firms are maximizing profits, then a
change in the set of alternatives they face may affect their choices in a predictable
way.

The emphasis on opportunity costs is an emphasis on the examination of
alternatives. One benefit of the economic way of thinking is that it pushes us to
think about the value of alternatives in each problem involving choice.

Individuals Maximize in Pursuing Self-Interest

What motivates people as they make choices? Perhaps more than anything else, it is
the economist’s answer to this question that distinguishes economics from other
fields.

Economists assume that individuals make choices that they expect will create the
maximum value of some objective, given the constraints they face. Furthermore,
economists assume that people’s objectives will be those that serve their own self-
interest.

Economists assume, for example, that the owners of business firms seek to
maximize profit. Given the assumed goal of profit maximization, economists can
predict how firms in an industry will respond to changes in the markets in which
they operate. As labor costs in the United States rise, for example, economists are
not surprised to see firms moving some of their manufacturing operations overseas.
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6. The current level of an activity.

7. A decision to do a little more or
a little less of something.

1.2 The Field of Economics

Similarly, economists assume that maximizing behavior is at work when they
examine the behavior of consumers. In studying consumers, economists assume
that individual consumers make choices aimed at maximizing their level of
satisfaction. In the next chapter, we will look at the results of the shift from skiing
to snowboarding; that is a shift that reflects the pursuit of self-interest by
consumers and by manufacturers.

In assuming that people pursue their self-interest, economists are not assuming
people are selfish. People clearly gain satisfaction by helping others, as suggested
by the large charitable contributions people make. Pursuing one’s own self-interest
means pursuing the things that give one satisfaction. It need not imply greed or
selfishness.

Choices Are Made at the Margin

Economists argue that most choices are made “at the margin.” The margin® is the
current level of an activity. Think of it as the edge from which a choice is to be
made. A choice at the margin’ is a decision to do a little more or a little less of
something.

Assessing choices at the margin can lead to extremely useful insights. Consider, for
example, the problem of curtailing water consumption when the amount of water
available falls short of the amount people now use. Economists argue that one way
to induce people to conserve water is to raise its price. A common response to this
recommendation is that a higher price would have no effect on water consumption,
because water is a necessity. Many people assert that prices do not affect water
consumption because people “need” water.

But choices in water consumption, like virtually all choices, are made at the margin.
Individuals do not make choices about whether they should or should not consume
water. Rather, they decide whether to consume a little more or a little less water.
Household water consumption in the United States totals about 105 gallons per
person per day. Think of that starting point as the edge from which a choice at the
margin in water consumption is made. Could a higher price cause you to use less
water brushing your teeth, take shorter showers, or water your lawn less? Could a
higher price cause people to reduce their use, say, to 104 gallons per person per
day? To 103? When we examine the choice to consume water at the margin, the
notion that a higher price would reduce consumption seems much more plausible.
Prices affect our consumption of water because choices in water consumption, like
other choices, are made at the margin.
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8. The branch of economics that
focuses on the choices made by
consumers and firms and the
impacts those choices have on
individual markets.

9. The branch of economics that
focuses on the impact of
choices on the total, or
aggregate, level of economic
activity.

1.2 The Field of Economics

The elements of opportunity cost, maximization, and choices at the margin can be
found in each of two broad areas of economic analysis: microeconomics and
macroeconomics. Your economics course, for example, may be designated as a
“micro” or as a “macro” course. We will look at these two areas of economic
thought in the next section.

Microeconomics and Macroeconomics

The field of economics is typically divided into two broad realms: microeconomics
and macroeconomics. It is important to see the distinctions between these broad
areas of study.

Microeconomics® is the branch of economics that focuses on the choices made by
individual decision-making units in the economy—typically consumers and
firms—and the impacts those choices have on individual markets.
Macroeconomics’ is the branch of economics that focuses on the impact of choices
on the total, or aggregate, level of economic activity.

Why do tickets to the best concerts cost so much? How does the threat of global
warming affect real estate prices in coastal areas? Why do women end up doing
most of the housework? Why do senior citizens get discounts on public transit
systems? These questions are generally regarded as microeconomic because they
focus on individual units or markets in the economy.

Is the total level of economic activity rising or falling? Is the rate of inflation
increasing or decreasing? What is happening to the unemployment rate? These are
the questions that deal with aggregates, or totals, in the economy; they are
problems of macroeconomics. The question about the level of economic activity, for
example, refers to the total value of all goods and services produced in the
economy. Inflation is a measure of the rate of change in the average price level for
the entire economy; it is a macroeconomic problem. The total levels of employment
and unemployment in the economy represent the aggregate of all labor markets;
unemployment is also a topic of macroeconomics.

Both microeconomics and macroeconomics give attention to individual markets.
But in microeconomics that attention is an end in itself; in macroeconomics it is
aimed at explaining the movement of major economic aggregates—the level of total
output, the level of employment, and the price level.

We have now examined the characteristics that define the economic way of
thinking and the two branches of this way of thinking: microeconomics and
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1.2 The Field of Economics

macroeconomics. In the next section, we will have a look at what one can do with
training in economics.

Putting Economics to Work

Economics is one way of looking at the world. Because the economic way of
thinking has proven quite useful, training in economics can be put to work in a
wide range of fields. One, of course, is in work as an economist. Undergraduate
work in economics can be applied to other careers as well.

Careers in Economics

Economists generally work in three types of organizations: government agencies,
business firms, and colleges and universities.

Economists working for business firms and government agencies sometimes
forecast economic activity to assist their employers in planning. They also apply
economic analysis to the activities of the firms or agencies for which they work or
consult. Economists employed at colleges and universities teach and conduct
research.

Look at the website of your college or university’s economics department. Chances
are the department will discuss the wide variety of occupations that their
economics majors enter. Unlike engineering and accounting majors, economics and
other social science majors tend to be distributed over a broad range of
occupations.

Applying Economics to Other Fields

Suppose that you are considering something other than a career in economics.
Would choosing to study economics help you?

The evidence suggests it may. Suppose, for example, that you are considering law
school. The study of law requires keen analytical skills; studying economics
sharpens such skills. Economists have traditionally argued that undergraduate
work in economics serves as excellent preparation for law school. Economist
Michael Nieswiadomy of the University of North Texas collected data on Law School
Admittance Test (LSAT) scores for the 12 undergraduate majors listed most often by
students hoping to enter law school in the class of 2008-9. Table 1.1 "LSAT Scores
for Students Taking the Exam in 2008" gives the scores, as well as the ranking for
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each of these majors in 2008. Economics majors tied philosophy majors for the
highest average score.

Table 1.1 LSAT Scores for Students Taking the Exam in 2008

1 Economics 157.4 3,047
1 Philosophy 157.4 2,184
3 Engineering 156.2 2,197
4 History 155.9 4,166
5 English 154.7 5,120
6 Finance 153.4 2,267
7 Political science 153.0 14,964
8 Psychology 152.5 4,355
9 Sociology 150.7 1,902
10 Communications 150.5 2,230
11 Business administration 149.1 1,971
12 Criminal justice 145.5 3,306

Here are the average LSAT scores and rankings for the 12 undergraduate majors

with more than 1,900 students taking the test to enter law school in the 2008-2009

academic year.

Source: Michael Nieswiadomy, “LSAT Scores of Economics Majors: The 2008-09
Class Update” Journal of Economic Education, 41:3 (Summer 2010): 331-333.

Did the strong performance by economics and philosophy majors mean that
training in those fields sharpens analytical skills tested in the LSAT, or that
students with good analytical skills are more likely to major in them? Both were
probably at work. Economics and philosophy clearly attract students with good
analytical skills—and studying economics or philosophy helps to develop those
skills.

Of course, you may not be interested in going to law school. One consideration
relevant to selecting a major is potential earnings in that field. The National
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Association of Colleges and Employers conducts a quarterly survey of salary offers
received by college graduates with various majors. The results for the summer 2011
survey for selected majors are given in Table 1.2 "Average Yearly Salary Offers,
Summer 2011". If you are going for the big bucks, the best strategy is to major in
petroleum engineering. But as the table suggests, economics majors as a group did
quite well in 2011.

Table 1.2 Average Yearly Salary Offers, Summer 2011

Petroleum engineering $80,849
Chemical engineering 65,617
Computer engineering 64,499
Computer science 63,402
Electrical engineering 61,021
Engineering 60,465
Mechanical engineering 60,345
Information science 57,499
Economics 53,906
Finance 52,351
Accounting 49,671
Business administration 44,825
History 40,051
English 39,611
Psychology 34,000

Source: National Association of Colleges and Employers, Average Salary Offer to
College Class of 2011 Rises 4.8 Percent, press release at http://www.naceweb.org/Press/
Releases/Average Salary Offer to College Class of 2011 Rises 4 8 Percent.aspx.
For psychology, median salary offer is reported.

One’s choice of a major is not likely to be based solely on considerations of potential
earnings or the prospect of landing a spot in law school. You will also consider your
interests and abilities in making a decision about whether to pursue further study
in economics. And, of course, you will consider the expected benefits of alternative
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courses of study. What is your opportunity cost of pursuing study of economics?
Does studying more economics serve your interests and will doing so maximize
your satisfaction level? These considerations may be on your mind as you begin to
study economics at the college level and obviously students will make many
different choices. But, should you decide to pursue a major in economics, you
should know that a background in this field is likely to serve you well.

KEY TAKEAWAYS

« Economists focus on the opportunity costs of choices, they assume that
individuals make choices in a way that maximizes the value of an
objective defined in terms of their own self-interest, and they assume
that individuals make those choices at the margin.

« Economics is divided into two broad areas: microeconomics and
macroeconomics.

A wide range of career opportunities is open to economics majors.
Empirical evidence suggests that students who enter the job market
with a major in economics tend to earn more than do students in many
other majors. Further, economics majors do particularly well on the
LSAT.

TRY IT!

The Department of Agriculture estimated that the expenditures a middle-
income, husband-wife family of three would incur to raise one additional
child from birth in 2005 to age 17 would be $250,530. In what way does this
estimate illustrate the economic way of thinking? Would the Department’s
estimate be an example of microeconomic or of macroeconomic analysis?
Why?

1.2 The Field of Economics 25
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Case in Point: Opportunity Cost with The Simpsons

© Thinkstock

In the animated television comedy The Simpsons, Homer’s father, Grampa
Simpson, faced a classic problem in the allocation of a scarce resource—his
time. He wanted to spend the day with his girlfriend, Bea—it was, after all, her
birthday. His alternative was to spend the day with Homer and the family,
which he did not really want to do, partly because they never visited him
anyway.

Homer and his family prevailed, however, and insisted on taking Grampa to
“Discount Lion Safari,” a local amusement park. The cost of Grampa’s day with
his family is the enjoyment he anticipated from spending time with Bea. It all
ends up badly for Grampa anyway—Homer’s car breaks down on the way to the
park. As for the forgone alternative, Bea dies that day, possibly because of a
broken heart from not being able to spend the day with Grampa.

Sources: R. Andrew Luccasen and M. Kathleen Thomas, “Simpsonomics:
Teaching Economics Using Episodes of The Simpsons,” The Journal of Economic
Education, 41(2), Spring 2010, 136-149. The Simpsons, Episode no. 30, first
broadcast 28 March 1991 by Fox, directed by David Silverman and written by
Jay Kogen and Wallace Wolodarsky.
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ANSWER TO TRY IT! PROBLEM

The information given suggests one element of the economic way of
thinking: assessing the choice at the margin. The estimate reflects the cost
of one more child for a family that already has one. It is not clear from the
information given how close the estimate of cost comes to the economic
concept of opportunity cost. The Department of Agriculture’s estimate
included such costs as housing, food, transportation, clothing, health care,
child care, and education. An economist would add the value of the best
alternative use of the additional time that will be required for the child. If
the couple is looking far ahead, it may want to consider the opportunity cost
of sending a child to college. And, if it is looking very far ahead, it may want
to consider the fact that nearly half of all parents over the age of 50 support
at least one child over the age of 21. This is a problem in microeconomic
analysis, because it focuses on the choices of individual households.
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10.

11.

12.

13.

Something whose value can
change.

Something whose value does
not change.

A systematic set of procedures
through which knowledge is
created.

An assertion of a relationship
between two or more variables
that could be proven to be
false.

LEARNING OBJECTIVES

1. Explain how economists test hypotheses, develop economic theories,
and use models in their analyses.

2. Explain how the all-other-things unchanged (ceteris paribus) problem
and the fallacy of false cause affect the testing of economic hypotheses
and how economists try to overcome these problems.

3. Distinguish between normative and positive statements.

Economics differs from other social sciences because of its emphasis on opportunity
cost, the assumption of maximization in terms of one’s own self-interest, and the
analysis of choices at the margin. But certainly much of the basic methodology of
economics and many of its difficulties are common to every social science—indeed,
to every science. This section explores the application of the scientific method to
economics.

Researchers often examine relationships between variables. A variable™ is
something whose value can change. By contrast, a constant'' is something whose
value does not change. The speed at which a car is traveling is an example of a
variable. The number of minutes in an hour is an example of a constant.

Research is generally conducted within a framework called the scientific method'?,
a systematic set of procedures through which knowledge is created. In the scientific
method, hypotheses are suggested and then tested. A hypothesis'® is an assertion
of a relationship between two or more variables that could be proven to be false. A
statement is not a hypothesis if no conceivable test could show it to be false. The
statement “Plants like sunshine” is not a hypothesis; there is no way to test
whether plants like sunshine or not, so it is impossible to prove the statement false.
The statement “Increased solar radiation increases the rate of plant growth” is a
hypothesis; experiments could be done to show the relationship between solar
radiation and plant growth. If solar radiation were shown to be unrelated to plant
growth or to retard plant growth, then the hypothesis would be demonstrated to be
false.

If a test reveals that a particular hypothesis is false, then the hypothesis is rejected
or modified. In the case of the hypothesis about solar radiation and plant growth,
we would probably find that more sunlight increases plant growth over some range
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14. A hypothesis that has not been
rejected after widespread
testing and that wins general
acceptance.

15. A theory that has been
subjected to even more testing
and that has won virtually
universal acceptance.

16. A set of simplifying
assumptions about some aspect
of the real world.

1.3 The Economists’ Tool Kit

but that too much can actually retard plant growth. Such results would lead us to
modify our hypothesis about the relationship between solar radiation and plant
growth.

If the tests of a hypothesis yield results consistent with it, then further tests are
conducted. A hypothesis that has not been rejected after widespread testing and
that wins general acceptance is commonly called a theory'*. A theory that has been
subjected to even more testing and that has won virtually universal acceptance
becomes a law'®. We will examine two economic laws in the next two chapters.

Even a hypothesis that has achieved the status of a law cannot be proven true.
There is always a possibility that someone may find a case that invalidates the
hypothesis. That possibility means that nothing in economics, or in any other social
science, or in any science, can ever be proven true. We can have great confidence in
a particular proposition, but it is always a mistake to assert that it is “proven.”

Models in Economics

All scientific thought involves simplifications of reality. The real world is far too
complex for the human mind—or the most powerful computer—to consider.
Scientists use models instead. A model'® is a set of simplifying assumptions about
some aspect of the real world. Models are always based on assumed conditions that
are simpler than those of the real world, assumptions that are necessarily false. A
model of the real world cannot be the real world.

We will encounter an economic model in Chapter 2 "Confronting Scarcity: Choices
in Production". For that model, we will assume that an economy can produce only
two goods. Then we will explore the model of demand and supply. One of the
assumptions we will make there is that all the goods produced by firms in a
particular market are identical. Of course, real economies and real markets are not
that simple. Reality is never as simple as a model; one point of a model is to simplify
the world to improve our understanding of it.

Economists often use graphs to represent economic models. The appendix to this
chapter provides a quick, refresher course, if you think you need one, on
understanding, building, and using graphs.

Models in economics also help us to generate hypotheses about the real world. In
the next section, we will examine some of the problems we encounter in testing
those hypotheses.
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17. A Latin phrase that means, “all
other things unchanged.“

1.3 The Economists’ Tool Kit

Testing Hypotheses in Economics

Here is a hypothesis suggested by the model of demand and supply: an increase in
the price of gasoline will reduce the quantity of gasoline consumers demand. How
might we test such a hypothesis?

Economists try to test hypotheses such as this one by observing actual behavior and
using empirical (that is, real-world) data. The average retail price of gasoline in the
United States rose from an average of $2.12 per gallon on May 22, 2005 to $2.88 per
gallon on May 22, 2006. The number of gallons of gasoline consumed by U.S.
motorists rose 0.3% during that period.

The small increase in the quantity of gasoline consumed by motorists as its price
rose is inconsistent with the hypothesis that an increased price will lead to a
reduction in the quantity demanded. Does that mean that we should dismiss the
original hypothesis? On the contrary, we must be cautious in assessing this
evidence. Several problems exist in interpreting any set of economic data. One
problem is that several things may be changing at once; another is that the initial
event may be unrelated to the event that follows. The next two sections examine
these problems in detail.

The All-Other-Things-Unchanged Problem

The hypothesis that an increase in the price of gasoline produces a reduction in the
quantity demanded by consumers carries with it the assumption that there are no
other changes that might also affect consumer demand. A better statement of the
hypothesis would be: An increase in the price of gasoline will reduce the quantity
consumers demand, ceteris paribus. Ceteris paribus'’ is a Latin phrase that means
“all other things unchanged.”

But things changed between May 2005 and May 2006. Economic activity and
incomes rose both in the United States and in many other countries, particularly
China, and people with higher incomes are likely to buy more gasoline. Employment
rose as well, and people with jobs use more gasoline as they drive to work.
Population in the United States grew during the period. In short, many things
happened during the period, all of which tended to increase the quantity of gasoline
people purchased.

Our observation of the gasoline market between May 2005 and May 2006 did not
offer a conclusive test of the hypothesis that an increase in the price of gasoline
would lead to a reduction in the quantity demanded by consumers. Other things
changed and affected gasoline consumption. Such problems are likely to affect any
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18. A variable that responds to
change.

19. A variable that induces a
change.

20. The incorrect assumption that
one event causes another
because the two events tend to
occur together.
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analysis of economic events. We cannot ask the world to stand still while we
conduct experiments in economic phenomena. Economists employ a variety of
statistical methods to allow them to isolate the impact of single events such as price
changes, but they can never be certain that they have accurately isolated the
impact of a single event in a world in which virtually everything is changing all the
time.

In laboratory sciences such as chemistry and biology, it is relatively easy to conduct
experiments in which only selected things change and all other factors are held
constant. The economists’ laboratory is the real world; thus, economists do not
generally have the luxury of conducting controlled experiments.

The Fallacy of False Cause

Hypotheses in economics typically specify a relationship in which a change in one
variable causes another to change. We call the variable that responds to the change
the dependent variable'?; the variable that induces a change is called the
independent variable'. Sometimes the fact that two variables move together can
suggest the false conclusion that one of the variables has acted as an independent
variable that has caused the change we observe in the dependent variable.

Consider the following hypothesis: People wearing shorts cause warm weather.
Certainly, we observe that more people wear shorts when the weather is warm.
Presumably, though, it is the warm weather that causes people to wear shorts
rather than the wearing of shorts that causes warm weather; it would be incorrect
to infer from this that people cause warm weather by wearing shorts.

Reaching the incorrect conclusion that one event causes another because the two
events tend to occur together is called the fallacy of false cause®. The
accompanying essay on baldness and heart disease suggests an example of this
fallacy.

Because of the danger of the fallacy of false cause, economists use special statistical
tests that are designed to determine whether changes in one thing actually do cause
changes observed in another. Given the inability to perform controlled
experiments, however, these tests do not always offer convincing evidence that
persuades all economists that one thing does, in fact, cause changes in another.

In the case of gasoline prices and consumption between May 2005 and May 2006,
there is good theoretical reason to believe the price increase should lead to a
reduction in the quantity consumers demand. And economists have tested the
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21. A statement of fact or a
hypothesis.

22. A statement that makes a value
judgment.
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hypothesis about price and the quantity demanded quite extensively. They have
developed elaborate statistical tests aimed at ruling out problems of the fallacy of
false cause. While we cannot prove that an increase in price will, ceteris paribus,
lead to a reduction in the quantity consumers demand, we can have considerable
confidence in the proposition.

Normative and Positive Statements

Two kinds of assertions in economics can be subjected to testing. We have already
examined one, the hypothesis. Another testable assertion is a statement of fact,
such as “It is raining outside” or “Microsoft is the largest producer of operating
systems for personal computers in the world.” Like hypotheses, such assertions can
be demonstrated to be false. Unlike hypotheses, they can also be shown to be
correct. A statement of fact or a hypothesis is a positive statement®'.

Although people often disagree about positive statements, such disagreements can
ultimately be resolved through investigation. There is another category of
assertions, however, for which investigation can never resolve differences. A
normative statement”” is one that makes a value judgment. Such a judgment is the
opinion of the speaker; no one can “prove” that the statement is or is not correct.
Here are some examples of normative statements in economics: “We ought to do
more to help the poor.” “People in the United States should save more.” “Corporate
profits are too high.” The statements are based on the values of the person who
makes them. They cannot be proven false.

7

Because people have different values, normative statements often provoke
disagreement. An economist whose values lead him or her to conclude that we
should provide more help for the poor will disagree with one whose values lead to a
conclusion that we should not. Because no test exists for these values, these two
economists will continue to disagree, unless one persuades the other to adopt a
different set of values. Many of the disagreements among economists are based on
such differences in values and therefore are unlikely to be resolved.
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KEY TAKEAWAYS

+ Economists try to employ the scientific method in their research.

« Scientists cannot prove a hypothesis to be true; they can only fail to
prove it false.

« Economists, like other social scientists and scientists, use models to
assist them in their analyses.

+ Two problems inherent in tests of hypotheses in economics are the all-
other-things-unchanged problem and the fallacy of false cause.

« Positive statements are factual and can be tested. Normative statements
are value judgments that cannot be tested. Many of the disagreements
among economists stem from differences in values.

TRY IT!

Look again at the data in Table 1.1 "LSAT Scores for Students Taking the
Exam in 2008". Now consider the hypothesis: “Majoring in economics will
result in a higher LSAT score.” Are the data given consistent with this
hypothesis? Do the data prove that this hypothesis is correct? What fallacy
might be involved in accepting the hypothesis?
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Case in Point: Does Baldness Cause Heart Disease?

\
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© 2010 Jupiterimages Corporation

A website called embarrassingproblems.com received the following email:

“Dear Dr. Margaret,

“I seem to be going bald. According to your website, this means I'm more likely
to have a heart attack. If I take a drug to prevent hair loss, will it reduce my risk
of a heart attack?”

What did Dr. Margaret answer? Most importantly, she did not recommend that
the questioner take drugs to treat his baldness, because doctors do not think
that the baldness causes the heart disease. A more likely explanation for the
association between baldness and heart disease is that both conditions are
affected by an underlying factor. While noting that more research needs to be
done, one hypothesis that Dr. Margaret offers is that higher testosterone levels
might be triggering both the hair loss and the heart disease. The good news for
people with early balding (which is really where the association with increased
risk of heart disease has been observed) is that they have a signal that might
lead them to be checked early on for heart disease.
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Source: http://www.embarrassingproblems.com/problems/
problempage230701.htm. No longer posted.

ANSWER TO TRY IT! PROBLEM

The data are consistent with the hypothesis, but it is never possible to prove
that a hypothesis is correct. Accepting the hypothesis could involve the
fallacy of false cause; students who major in economics may already have
the analytical skills needed to do well on the exam.
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1.4 Review and Practice

Summary

Choices are forced on us by scarcity; economists study the choices that people make. Scarce goods are those for
which the choice of one alternative requires giving up another. The opportunity cost of any choice is the value
of the best alternative forgone in making that choice.

Some key choices assessed by economists include what to produce, how to produce it, and for whom it should be
produced. Economics is distinguished from other academic disciplines that also study choices by an emphasis on
the central importance of opportunity costs in evaluating choices, the assumption of maximizing behavior that
serves the interests of individual decision makers, and a focus on evaluating choices at the margin.

Economic analyses may be aimed at explaining individual choice or choices in an individual market; such
investigations are largely the focus of microeconomics. The analysis of the impact of those individual choices on
such aggregates as total output, the level of employment, and the price level is the concern of macroeconomics.

Working within the framework of the scientific method, economists formulate hypotheses and then test them.
These tests can only refute a hypothesis; hypotheses in science cannot be proved. A hypothesis that has been
widely tested often comes to be regarded as a theory; one that has won virtually universal acceptance is a law.
Because of the complexity of the real world, economists rely on models that rest on a series of simplifying
assumptions. The models are used to generate hypotheses about the economy that can be tested using real-
world data.

Statements of fact and hypotheses are positive statements. Normative statements, unlike positive statements,
cannot be tested and provide a source for potential disagreement.
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PROBLEMS

1. Why does the fact that something is scarce require that we make
choices?

2. Does the fact that something is abundant mean it is not scarce in the
economic sense? Why or why not?

3. In some countries, such as Cuba and North Korea, the government
makes most of the decisions about what will be produced, how it will be
produced, and for whom. Does the fact that these choices are made by
the government eliminate scarcity in these countries? Why or why not?

4. Explain what is meant by the opportunity cost of a choice.

5. What is the approximate dollar cost of the tuition and other fees
associated with the economics course you are taking? Does this dollar
cost fully reflect the opportunity cost to you of taking the course?

6. In the Case in Point “Canadians Make a Choice,” what would be some of
the things that would be included in an estimate of the opportunity cost
of preserving part of northern Alberta Canada by prohibiting heavy
crude oil extraction? Do you think that the increased extraction
represents the best use of the land? Why or why not?

7. Indicate whether each of the following is a topic of
microeconomics or macroeconomics:

1. The impact of higher oil prices on the production of steel

2. The increased demand in the last 15 years for exotic dietary
supplements

3. The surge in aggregate economic activity that hit much of
Asia late in the early 2000s

4. The sharp increases in U.S. employment and total output
that occurred between 2003 and 2007

5. The impact of preservation of wilderness areas on the
logging industry and on the price of lumber

8. Determine whether each of the following raises a “what,” “how,”
or “for whom” issue. Are the statements normative or positive?

1. Arequirement that aluminum used in cars be made from
recycled materials will raise the price of automobiles.

2. The federal government does not spend enough for children.

3. Anincrease in police resources provided to the inner city
will lower the crime rate.

4. Automation destroys jobs.
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O

10.

11.

13.

14.

15.

16.

5. Efforts to improve the environment tend to reduce
production and employment.

6. Japanese firms should be more willing to hire additional
workers when production rises and to lay off workers when
production falls.

7. Access to health care should not be limited by income.

Your time is a scarce resource. What if the quantity of time were
increased, say to 48 hours per day, and everyone still lived as many days
as before. Would time still be scarce?

Most college students are under age 25. Give two explanations for
this—one based on the benefits people of different ages are likely to
receive from higher education and one based on the opportunity costs of
a college education to students of different ages.

Some municipal water companies charge customers a flat fee each
month, regardless of the amount of water they consume. Others meter
water use and charge according to the quantity of water customers use.
Compare the way the two systems affect the cost of water use at the
margin.

12. How might you test each of the following hypotheses? Suggest
some problems that might arise in each test due to the ceteris
paribus (all-other-things-unchanged) problem and the fallacy of
false cause.

1. Reducing the quantity of heroin available will increase total
spending on heroin and increase the crime rate.

2. Higher incomes make people happier.

3. Higher incomes make people live longer.

Many models in physics and in chemistry assume the existence of a
perfect vacuum (that is, a space entirely empty of matter). Yet we know
that a perfect vacuum cannot exist. Are such models valid? Why are
models based on assumptions that are essentially incorrect?

Suppose you were asked to test the proposition that publishing students’
teacher evaluations causes grade inflation. What evidence might you
want to consider? How would the inability to carry out controlled
experiments make your analysis more difficult?

Referring to the Case in Point “Baldness and Heart Disease,” explain the
possible fallacy of false cause in concluding that baldness makes a
person more likely to have heart disease.

In 2005 the Food and Drug Administration ordered that Vioxx and other
popular drugs for treating the pain of arthritis be withdrawn from the
market. The order resulted from a finding that people taking the drugs
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had an increased risk of cardiovascular problems. Some researchers
criticized the government’s action, arguing that concluding that the
drugs caused the cardiovascular problems represented an example of
the fallacy of false cause. Can you think of any reason why this might be
the case?

1.4 Review and Practice
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Chapter 2

Confronting Scarcity: Choices in Production

1. The rules that define how an
economy’s resources are to be
owned and how decisions
about their use are to be made.

Start Up: An Attempt to Produce Safer Air Travel

In the wake of the terrorist attacks on the United States on September 11, 2001,
American taxpayers continue to give up a great deal of money, and airline
passengers continue to give much of their time—and a great deal of their
privacy—in an effort to ensure that other terrorists will not turn their flights into
tragedies.

The U.S. effort is run by the Transportation Security Administration (TSA), a federal
agency created in response to the 2001 attacks. TSA requirements became a bit
more onerous after Richard Reid, an Englishman and member of al-Qaeda, tried in
December of that same year to blow up an American Airlines flight with a bomb he
had concealed in his shoe. Reid was unsuccessful, but passengers must now remove
their shoes so TSA agents can check them for bombs.

TSA restrictions became dramatically more stringent after Umar Farouk
Abdulmutallab, a jihadist from Nigeria, tried—again without success—to blow up a
plane flying from Amsterdam to Detroit on Christmas Day, 2009, using a bomb
concealed in his underwear. The subsequent tightening of TSA regulations, and the
introduction of body-scan machines and “patdown inspections,” were quick to
follow. Each new procedure took additional money and time and further reduced
passenger privacy. It was a production choice that has created many irate
passengers but has also been successful, to date, in preventing subsequent terrorist
attacks.

While the TSA procedures represent an unusual production choice, it is still a
production choice—one that is being made all over the world as countries grapple
with the danger of terrorist attacks. In this chapter we introduce our first model,
the production possibilities model’, to examine the nature of choices to produce
more of some goods and less of others. As its name suggests, the production
possibilities model shows the goods and services that an economy is capable of
producing—its possibilities—given the factors of production and the technology it
has available. The model specifies what it means to use resources fully and
efficiently and suggests some important implications for international trade. We
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2. The set of rules that define how
an economy’s resources are to
be owned and how decisions
about their use are to be made.

can also use the model to illustrate economic growth, a process that expands the set
of production possibilities available to an economy.

We then turn to an examination of the type of economic system in which choices
are made. An economic system” is the set of rules that define how an economy’s
resources are to be owned and how decisions about their use are to be made. We
will see that economic systems differ—primarily in the degree of government
involvement—in terms of how they answer the fundamental economic questions.
Many of the world’s economic systems, including the systems that prevail in North
America, Europe, much of Asia, and parts of Central and South America, rely on
individuals operating in a market economy to make those choices. Other economic
systems rely principally on government to make these choices. Different economic
systems result in different choices and thus different outcomes; that market
economies generally outperform the others when it comes to providing more of the
things that people want helps to explain the dramatic shift from government-
dominated toward market-dominated economic systems that occurred throughout
the world in the last two decades of the 20th century. The chapter concludes with
an examination of the role of government in an economy that relies chiefly on
markets to allocate goods and services.
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2.1 Factors of Production

. The resources available to the
economy for the production of
goods and services.

. The value, or satisfaction, that
people derive from the goods
and services they consume and
the activities they pursue.

. The human effort that can be
applied to the production of
goods and services.

. A factor of production that has
been produced for use in the
production of other goods and
services.

. The resources of nature that
can be used for the production
of goods and services.

LEARNING OBJECTIVES

1. Define the three factors of production—labor, capital, and natural
resources.

2. Explain the role of technology and entrepreneurs in the utilization of
the economy’s factors of production.

Choices concerning what goods and services to produce are choices about an
economy’s use of its factors of production’, the resources available to it for the
production of goods and services. The value, or satisfaction, that people derive from
the goods and services they consume and the activities they pursue is called
utility”. Ultimately, then, an economy’s factors of production create utility; they
serve the interests of people.

The factors of production in an economy are its labor, capital, and natural
resources. Labor’ is the human effort that can be applied to the production of
goods and services. People who are employed—or are available to be—are
considered part of the labor available to the economy. Capital® is a factor of
production that has been produced for use in the production of other goods and
services. Office buildings, machinery, and tools are examples of capital. Natural
resources’ are the resources of nature that can be used for the production of goods
and services.

In the next three sections, we will take a closer look at the factors of production we
use to produce the goods and services we consume. The three basic building blocks
of labor, capital, and natural resources may be used in different ways to produce
different goods and services, but they still lie at the core of production. We will then
look at the roles played by technology and entrepreneurs in putting these factors of
production to work. As economists began to grapple with the problems of scarcity,
choice, and opportunity cost more than two centuries ago, they focused on these
concepts, just as they are likely to do two centuries hence.

Labor

Labor is the human effort that can be applied to production. People who work to
repair tires, pilot airplanes, teach children, or enforce laws are all part of the
economy’s labor. People who would like to work but have not found
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8. The skills a worker has as a
result of education, training, or
experience that can be used in
production.

2.1 Factors of Production

employment—who are unemployed—are also considered part of the labor available
to the economy.

In some contexts, it is useful to distinguish two forms of labor. The first is the
human equivalent of a natural resource. It is the natural ability an untrained,
uneducated person brings to a particular production process. But most workers
bring far more. Skills a worker has as a result of education, training, or experience
that can be used in production are called human capital®. Students are acquiring
human capital. Workers who are gaining skills through experience or through
training are acquiring human capital.

The amount of labor available to an economy can be increased in two ways. One is
to increase the total quantity of labor, either by increasing the number of people
available to work or by increasing the average number of hours of work per time
period. The other is to increase the amount of human capital possessed by workers.

Capital

Long ago, when the first human beings walked the earth, they produced food by
picking leaves or fruit off a plant or by catching an animal and eating it. We know
that very early on, however, they began shaping stones into tools, apparently for
use in butchering animals. Those tools were the first capital because they were
produced for use in producing other goods—food and clothing.

Modern versions of the first stone tools include saws, meat cleavers, hooks, and
grinders; all are used in butchering animals. Tools such as hammers, screwdrivers,
and wrenches are also capital. Transportation equipment, such as cars and trucks, is
capital. Facilities such as roads, bridges, ports, and airports are capital. Buildings,
too, are capital; they help us to produce goods and services.

Capital does not consist solely of physical objects. The score for a new symphony is
capital because it will be used to produce concerts. Computer software used by
business firms or government agencies to produce goods and services is capital.
Capital may thus include physical goods and intellectual discoveries. Any resource
is capital if it satisfies two criteria:

1. The resource must have been produced.
2. The resource can be used to produce other goods and services.

One thing that is not considered capital is money. A firm cannot use money directly
to produce other goods, so money does not satisfy the second criterion for capital.
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9. Includes money and other
“paper” assets (such as stocks
and bonds) that represent
claims on future payments.

2.1 Factors of Production

Firms can, however, use money to acquire capital. Money is a form of financial
capital. Financial capital’ includes money and other “paper” assets (such as stocks
and bonds) that represent claims on future payments. These financial assets are not
capital, but they can be used directly or indirectly to purchase factors of production
or goods and services.

Natural Resources

There are two essential characteristics of natural resources. The first is that they
are found in nature—that no human effort has been used to make or alter them. The
second is that they can be used for the production of goods and services. That
requires knowledge; we must know how to use the things we find in nature before
they become resources.

Consider oil. Oil in the ground is a natural resource because it is found (not
manufactured) and can be used to produce goods and services. However, 250 years
ago oil was a nuisance, not a natural resource. Pennsylvania farmers in the
eighteenth century who found oil oozing up through their soil were dismayed, not
delighted. No one knew what could be done with the oil. It was not until the mid-
nineteenth century that a method was found for refining oil into kerosene that
could be used to generate energy, transforming oil into a natural resource. Oil is
now used to make all sorts of things, including clothing, drugs, gasoline, and plastic.
It became a natural resource because people discovered and implemented a way to
use it.

Defining something as a natural resource only if it can be used to produce goods
and services does not mean that a tree has value only for its wood or that a
mountain has value only for its minerals. If people gain utility from the existence of
a beautiful wilderness area, then that wilderness provides a service. The wilderness
is thus a natural resource.

The natural resources available to us can be expanded in three ways. One is the
discovery of new natural resources, such as the discovery of a deposit of ore
containing titanium. The second is the discovery of new uses for resources, as
happened when new techniques allowed oil to be put to productive use or sand to
be used in manufacturing computer chips. The third is the discovery of new ways to
extract natural resources in order to use them. New methods of discovering and
mapping oil deposits have increased the world’s supply of this important natural
resource.
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10. The knowledge that can be
applied to the production of
goods and services.

11. A person who, operating
within the context of a market
economy, seeks to earn profits
by finding new ways to

organize factors of production.

2.1 Factors of Production

Technology and the Entrepreneur

Goods and services are produced using the factors of production available to the
economy. Two things play a crucial role in putting these factors of production to
work. The first is technology'’, the knowledge that can be applied to the
production of goods and services. The second is an individual who plays a key role
in a market economy: the entrepreneur. An entrepreneur11 is a person who,
operating within the context of a market economy, seeks to earn profits by finding
new ways to organize factors of production. In non-market economies the role of
the entrepreneur is played by bureaucrats and other decision makers who respond
to incentives other than profit to guide their choices about resource allocation
decisions.

The interplay of entrepreneurs and technology affects all our lives. Entrepreneurs
put new technologies to work every day, changing the way factors of production are
used. Farmers and factory workers, engineers and electricians, technicians and
teachers all work differently than they did just a few years ago, using new
technologies introduced by entrepreneurs. The music you enjoy, the books you
read, the athletic equipment with which you play are produced differently than
they were five years ago. The book you are reading was written and manufactured
using technologies that did not exist ten years ago. We can dispute whether all the
changes have made our lives better. What we cannot dispute is that they have made
our lives different.

KEY TAKEAWAYS

« Factors of production are the resources the economy has available to
produce goods and services.

« Labor is the human effort that can be applied to the production of goods
and services. Labor’s contribution to an economy’s output of goods and
services can be increased either by increasing the quantity of labor or by
increasing human capital.

+ Capital is a factor of production that has been produced for use in the
production of other goods and services.

« Natural resources are those things found in nature that can be used for
the production of goods and services.

 Two keys to the utilization of an economy’s factors of production are
technology and, in the case of a market economic system, the efforts of
entrepreneurs.
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TRY IT!

Explain whether each of the following is labor, capital, or a natural resource.

An unemployed factory worker

A college professor

The library building on your campus
Yellowstone National Park

An untapped deposit of natural gas
The White House

The local power plant

U I
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2.1 Factors of Production

Case in Point: Technology Cuts Costs, Boosts
Productivity, Profits, and Utility

© 2010 Jupiterimages
Corporation

Technology can seem an abstract force in the economy—important, but
invisible.

It is not invisible to the 130 people who work on a Shell Oil Company oil rig
called Mars, located in the deep waters of the Gulf of Mexico, about 160 miles
southwest of Pensacola, Florida. The name Mars reflects its otherworld
appearance—it extends 300 feet above the water’s surface and has steel tendons
that reach 3,000 feet down to extract the Gulf’s oil deposits. This facility would
not exist if it were not for the development of better oil discovery methods that
include three-dimensional seismic mapping techniques, satellites that locate oil
from space, and drills that can make turns as drilling foremen steer them by
monitoring them on computer screens from the comfort of Mars. “We don’t hit
as many dry holes,” commented Shell manager Miles Barrett. As a result of
these new technologies, over the past two decades, the cost of discovering a
barrel of oil dropped from $20 to under $5. And the technologies continue to
improve. Three-dimensional surveys are being replaced with four-dimensional
ones that allow geologists to see how the oil fields change over time.

47



Chapter 2 Confronting Scarcity: Choices in Production

2.1 Factors of Production

The Mars project was destroyed by Hurricane Katrina in 2005. Royal Dutch Shell
completed repairs in 2006, at a cost of $200 million. But the facility is again
pumping 130,000 barrels of oil per day and 150 million cubic feet of natural gas,
the energy equivalent of an additional 26,000 barrels of oil. Shell announced a
new Mars-like project, Mars B Olympus, in 2010. The second Mars hub will be
located 100 miles south of New Orleans and is expected to begin production in
2015.

Technology is doing more than helping energy companies track oil deposits. It
is changing the way soft drinks and other grocery items are delivered to retail
stores. For example, when a PepsiCo delivery driver arrives at a 7-Eleven, the
driver keys into a handheld computer the store’s inventory of soft drinks,
chips, and other PepsiCo products. The information is transmitted to a main
computer at the warehouse that begins processing the next order for that store.
The result is that the driver can visit more stores in a day and PepsiCo can
cover a given territory with fewer drivers and trucks.

New technology is even helping to produce more milk from cows. Ed Larsen,
who owns a 1,200-cow dairy farm in Wisconsin, never gets up before dawn to
milk the cows, the way he did as a boy. Rather, the cows are hooked up to
electronic milkers. Computers measure each cow’s output, and cows producing
little milk are sent to a “hospital wing” for treatment. With the help of such
technology, as well as better feed, today’s dairy cows produce 50% more milk
than did cows roughly 20 years ago. Even though the number of dairy cows in
the United States in the last 20 years has fallen 17%, milk output has increased
25%.

Who benefits from technological progress? Consumers gain from lower prices
and better service. Workers gain: Their greater ability to produce goods and
services translates into higher wages. And firms gain: Lower production costs
mean higher profits. Of course, some people lose as technology advances. Some
jobs are eliminated, and some firms find their services are no longer needed.
One can argue about whether particular technological changes have improved
our lives, but they have clearly made—and will continue to make—them far
different.

Sources: David Ballingrud, “Drilling in the Gulf: Life on Mars,” St. Petersburg
Times (Florida), August 5, 2001, p. 1A; Barbara Hagenbaugh, “Dairy Farms Evolve
to Survive,” USA Today, August 7, 2003, p. 1B; Del Jones and Barbara Hansen,
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“Special Report: A Who’s Who of Productivity,” USA Today, August 30, 2001, p.
1B; Christopher Helman, Shell Shocked, Forbes Online, July 27, 2006; “Shell Plans
Second Deep Water Production Hub,” September 9, 2010 at
http://www.shell.us/home/content/usa/aboutshell/media_center/

news_and press_releases/2010/09292010 mars.html.

ANSWERS TO TRY IT! PROBLEMS

1.

2.1 Factors of Production

An unemployed factory worker could be put to work; he or she counts as
labor.

A college professor is labor.

The library building on your campus is part of capital.

Yellowstone National Park. Those areas of the park left in their natural
state are a natural resource. Facilities such as visitors’ centers, roads,
and campgrounds are capital.

An untapped deposit of natural gas is a natural resource. Once extracted
and put in a storage tank, natural gas is capital.

The White House is capital.

The local power plant is capital.
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2.2 The Production Possibilities Curve

12. A graphical representation of
the alternative combinations of
goods and services an economy
can produce.

LEARNING OBJECTIVES

1. Explain the concept of the production possibilities curve and
understand the implications of its downward slope and bowed-out
shape.

2. Use the production possibilities model to distinguish between full
employment and situations of idle factors of production and between
efficient and inefficient production.

3. Understand specialization and its relationship to the production
possibilities model and comparative advantage.

An economy’s factors of production are scarce; they cannot produce an unlimited
quantity of goods and services. A production possibilities curve'” is a graphical
representation of the alternative combinations of goods and services an economy
can produce. It illustrates the production possibilities model. In drawing the
production possibilities curve, we shall assume that the economy can produce only
two goods and that the quantities of factors of production and the technology
available to the economy are fixed.

Constructing a Production Possibilities Curve

To construct a production possibilities curve, we will begin with the case of a
hypothetical firm, Alpine Sports, Inc., a specialized sports equipment manufacturer.
Christie Ryder began the business 15 years ago with a single ski production facility
near Killington ski resort in central Vermont. Ski sales grew, and she also saw
demand for snowboards rising—particularly after snowboard competition events
were included in the 2002 Winter Olympics in Salt Lake City. She added a second
plant in a nearby town. The second plant, while smaller than the first, was designed
to produce snowboards as well as skis. She also modified the first plant so that it
could produce both snowboards and skis. Two years later she added a third plant in
another town. While even smaller than the second plant, the third was primarily
designed for snowboard production but could also produce skis.

We can think of each of Ms. Ryder’s three plants as a miniature economy and
analyze them using the production possibilities model. We assume that the factors
of production and technology available to each of the plants operated by Alpine
Sports are unchanged.
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Suppose the first plant, Plant 1, can produce 200 pairs of skis per month when it
produces only skis. When devoted solely to snowboards, it produces 100
snowboards per month. It can produce skis and snowboards simultaneously as well.

The table in Figure 2.1 "A Production Possibilities Curve" gives three combinations
of skis and snowboards that Plant 1 can produce each month. Combination A
involves devoting the plant entirely to ski production; combination C means
shifting all of the plant’s resources to snowboard production; combination B
involves the production of both goods. These values are plotted in a production
possibilities curve for Plant 1. The curve is a downward-sloping straight line,
indicating we have assumed that there is a linear, negative relationship between
the production of the two goods.

Neither skis nor snowboards is an independent or a dependent variable in the
production possibilities model; we can assign either one to the vertical or to the
horizontal axis. Here, we have placed the number of pairs of skis produced per
month on the vertical axis and the number of snowboards produced per month on
the horizontal axis.

The negative slope of the production possibilities curve reflects the scarcity of the
plant’s capital and labor. Producing more snowboards requires shifting resources
out of ski production and thus producing fewer skis. Producing more skis requires
shifting resources out of snowboard production and thus producing fewer
snowboards.

The slope of Plant 1’s production possibilities curve measures the rate at which
Alpine Sports must give up ski production to produce additional snowboards.
Because the production possibilities curve for Plant 1 is linear, we can compute the
slope between any two points on the curve and get the same result. Between points
A and B, for example, the slope equals -2 pairs of skis/snowboard (equals -100 pairs
of skis/50 snowboards). (Many students are helped when told to read this result as
“-2 pairs of skis per snowboard.”) We get the same value between points B and C,
and between points A and C.
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Figure 2.1 A Production Possibilities Curve

Pairs of skis Snowboards
per month per month
A 200 0
B 100 50
€ 0 100
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Pairs of skis per month

0 50 100

Snowboards
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The table shows the combinations of pairs of skis and snowboards that Plant 1 is capable of producing each month.
These are also illustrated with a production possibilities curve. Notice that this curve is linear.

To see this relationship more clearly, examine Figure 2.2 "The Slope of a Production
Possibilities Curve". Suppose Plant 1 is producing 100 pairs of skis and 50
snowboards per month at point B. Now consider what would happen if Ms. Ryder
decided to produce 1 more snowboard per month. The segment of the curve around
point B is magnified in Figure 2.2 "The Slope of a Production Possibilities Curve".
The slope between points B and B’ is -2 pairs of skis/snowboard. Producing 1
additional snowboard at point B’ requires giving up 2 pairs of skis. We can think of
this as the opportunity cost of producing an additional snowboard at Plant 1. This
opportunity cost equals the absolute value of the slope of the production
possibilities curve.
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Figure 2.2 The Slope of a Production Possibilities Curve
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The slope of the linear production possibilities curve in Figure 2.1 "A Production Possibilities Curve" is constant; it is
-2 pairs of skis/snowboard. In the section of the curve shown here, the slope can be calculated between points B and
B’. Expanding snowboard production to 51 snowboards per month from 50 snowboards per month requires a
reduction in ski production to 98 pairs of skis per month from 100 pairs. The slope equals -2 pairs of skis/snowboard
(that is, it must give up two pairs of skis to free up the resources necessary to produce one additional snowboard).
To shift from B to B”, Alpine Sports must give up two more pairs of skis per snowboard. The absolute value of the
slope of a production possibilities curve measures the opportunity cost of an additional unit of the good on the
horizontal axis measured in terms of the quantity of the good on the vertical axis that must be forgone.

The absolute value of the slope of any production possibilities curve equals the
opportunity cost of an additional unit of the good on the horizontal axis. It is the
amount of the good on the vertical axis that must be given up in order to free up
the resources required to produce one more unit of the good on the horizontal axis.
We will make use of this important fact as we continue our investigation of the
production possibilities curve.

Figure 2.3 "Production Possibilities at Three Plants" shows production possibilities
curves for each of the firm’s three plants. Each of the plants, if devoted entirely to
snowboards, could produce 100 snowboards. Plants 2 and 3, if devoted exclusively
to ski production, can produce 100 and 50 pairs of skis per month, respectively. The
exhibit gives the slopes of the production possibilities curves for each plant. The
opportunity cost of an additional snowboard at each plant equals the absolute
values of these slopes (that is, the number of pairs of skis that must be given up per
snowboard).
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Figure 2.3 Production Possibilities at Three Plants
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The slopes of the production possibilities curves for each plant differ. The steeper the curve, the greater the
opportunity cost of an additional snowboard. Here, the opportunity cost is lowest at Plant 3 and greatest at Plant 1.

The exhibit gives the slopes of the production possibilities curves for each of the
firm’s three plants. The opportunity cost of an additional snowboard at each plant
equals the absolute values of these slopes. More generally, the absolute value of the
slope of any production possibilities curve at any point gives the opportunity cost
of an additional unit of the good on the horizontal axis, measured in terms of the
number of units of the good on the vertical axis that must be forgone.

The greater the absolute value of the slope of the production possibilities curve, the
greater the opportunity cost will be. The plant for which the opportunity cost of an
additional snowboard is greatest is the plant with the steepest production
possibilities curve; the plant for which the opportunity cost is lowest is the plant
with the flattest production possibilities curve. The plant with the lowest
opportunity cost of producing snowboards is Plant 3; its slope of -0.5 means that
Ms. Ryder’s firm must give up half a pair of skis in that plant to produce an
additional snowboard. In Plant 2, she must give up one pair of skis to gain one more
snowboard. We have already seen that an additional snowboard requires giving up
two pairs of skis in Plant 1.

Comparative Advantage and the Production Possibilities Curve

To construct a combined production possibilities curve for all three plants, we can
begin by asking how many pairs of skis Alpine Sports could produce if it were
producing only skis. To find this quantity, we add up the values at the vertical
intercepts of each of the production possibilities curves in Figure 2.3 "Production
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13. In producing a good or service,
the situation that occurs if the
opportunity cost of producing
that good or service is lower
for that economy than for any
other.

Possibilities at Three Plants". These intercepts tell us the maximum number of pairs
of skis each plant can produce. Plant 1 can produce 200 pairs of skis per month,
Plant 2 can produce 100 pairs of skis at per month, and Plant 3 can produce 50 pairs.
Alpine Sports can thus produce 350 pairs of skis per month if it devotes its
resources exclusively to ski production. In that case, it produces no snowboards.

Now suppose the firm decides to produce 100 snowboards. That will require shifting
one of its plants out of ski production. Which one will it choose to shift? The
sensible thing for it to do is to choose the plant in which snowboards have the
lowest opportunity cost—Plant 3. It has an advantage not because it can produce
more snowboards than the other plants (all the plants in this example are capable
of producing up to 100 snowboards per month) but because it is the least productive
plant for making skis. Producing a snowboard in Plant 3 requires giving up just half
a pair of skis.

Economists say that an economy has a comparative advantage'’ in producing a
good or service if the opportunity cost of producing that good or service is lower for
that economy than for any other. Plant 3 has a comparative advantage in
snowboard production because it is the plant for which the opportunity cost of
additional snowboards is lowest. To put this in terms of the production possibilities
curve, Plant 3 has a comparative advantage in snowboard production (the good on
the horizontal axis) because its production possibilities curve is the flattest of the
three curves.
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Figure 2.4 The Combined Production Possibilities Curve for Alpine Sports
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The curve shown combines the production possibilities curves for each plant. At point A, Alpine Sports produces 350
pairs of skis per month and no snowboards. If the firm wishes to increase snowboard production, it will first use
Plant 3, which has a comparative advantage in snowboards.

Plant 3’s comparative advantage in snowboard production makes a crucial point
about the nature of comparative advantage. It need not imply that a particular
plant is especially good at an activity. In our example, all three plants are equally
good at snowboard production. Plant 3, though, is the least efficient of the three in
ski production. Alpine thus gives up fewer skis when it produces snowboards in
Plant 3. Comparative advantage thus can stem from a lack of efficiency in the
production of an alternative good rather than a special proficiency in the
production of the first good.

The combined production possibilities curve for the firm’s three plants is shown in
Figure 2.4 "The Combined Production Possibilities Curve for Alpine Sports". We
begin at point A, with all three plants producing only skis. Production totals 350
pairs of skis per month and zero snowboards. If the firm were to produce 100
snowboards at Plant 3, ski production would fall by 50 pairs per month (recall that
the opportunity cost per snowboard at Plant 3 is half a pair of skis). That would
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14. As an economy moves along its
production possibilities curve
in the direction of producing
more of a particular good, the
opportunity cost of additional
units of that good will increase.

bring ski production to 300 pairs, at point B. If Alpine Sports were to produce still
more snowboards in a single month, it would shift production to Plant 2, the facility
with the next-lowest opportunity cost. Producing 100 snowboards at Plant 2 would
leave Alpine Sports producing 200 snowboards and 200 pairs of skis per month, at
point C. If the firm were to switch entirely to snowboard production, Plant 1 would
be the last to switch because the cost of each snowboard there is 2 pairs of skis.
With all three plants producing only snowboards, the firm is at point D on the
combined production possibilities curve, producing 300 snowboards per month and
no skis.

Notice that this production possibilities curve, which is made up of linear segments
from each assembly plant, has a bowed-out shape; the absolute value of its slope
increases as Alpine Sports produces more and more snowboards. This is a result of
transferring resources from the production of one good to another according to
comparative advantage. We shall examine the significance of the bowed-out shape
of the curve in the next section.

The Law of Increasing Opportunity Cost

We see in Figure 2.4 "The Combined Production Possibilities Curve for Alpine
Sports" that, beginning at point A and producing only skis, Alpine Sports
experiences higher and higher opportunity costs as it produces more snowboards.
The fact that the opportunity cost of additional snowboards increases as the firm
produces more of them is a reflection of an important economic law. The law of
increasing opportunity cost'* holds that as an economy moves along its
production possibilities curve in the direction of producing more of a particular
good, the opportunity cost of additional units of that good will increase.

We have seen the law of increasing opportunity cost at work traveling from point A
toward point D on the production possibilities curve in Figure 2.4 "The Combined
Production Possibilities Curve for Alpine Sports". The opportunity cost of each of
the first 100 snowboards equals half a pair of skis; each of the next 100 snowboards
has an opportunity cost of 1 pair of skis, and each of the last 100 snowboards has an
opportunity cost of 2 pairs of skis. The law also applies as the firm shifts from
snowboards to skis. Suppose it begins at point D, producing 300 snowboards per
month and no skis. It can shift to ski production at a relatively low cost at first. The
opportunity cost of the first 200 pairs of skis is just 100 snowboards at Plant 1, a
movement from point D to point C, or 0.5 snowboards per pair of skis. We would say
that Plant 1 has a comparative advantage in ski production. The next 100 pairs of
skis would be produced at Plant 2, where snowboard production would fall by 100
snowboards per month. The opportunity cost of skis at Plant 2 is 1 snowboard per
pair of skis. Plant 3 would be the last plant converted to ski production. There, 50
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pairs of skis could be produced per month at a cost of 100 snowboards, or an
opportunity cost of 2 snowboards per pair of skis.

The bowed-out shape of the production possibilities curve illustrates the law of
increasing opportunity cost. Its downwards slope reflects scarcity.

Figure 2.5 "Production Possibilities for the Economy" illustrates a much smoother
production possibilities curve. This production possibilities curve in Panel (a)
includes 10 linear segments and is almost a smooth curve. As we include more and
more production units, the curve will become smoother and smoother. In an actual
economy, with a tremendous number of firms and workers, it is easy to see that the
production possibilities curve will be smooth. We will generally draw production
possibilities curves for the economy as smooth, bowed-out curves, like the one in
Panel (b). This production possibilities curve shows an economy that produces only
skis and snowboards. Notice the curve still has a bowed-out shape; it still has a
negative slope. Notice also that this curve has no numbers. Economists often use
models such as the production possibilities model with graphs that show the
general shapes of curves but that do not include specific numbers.

Figure 2.5 Production Possibilities for the Economy
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As we combine the production possibilities curves for more and more units, the curve becomes smoother. It retains
its negative slope and bowed-out shape. In Panel (a) we have a combined production possibilities curve for Alpine
Sports, assuming that it now has 10 plants producing skis and snowboards. Even though each of the plants has a
linear curve, combining them according to comparative advantage, as we did with 3 plants in Figure 2.4 "The
Combined Production Possibilities Curve for Alpine Sports”, produces what appears to be a smooth, nonlinear curve,
even though it is made up of linear segments. In drawing production possibilities curves for the economy, we shall
generally assume they are smooth and “bowed out,” as in Panel (b). This curve depicts an entire economy that
produces only skis and snowboards.
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Movements Along the Production Possibilities Curve

We can use the production possibilities model to examine choices in the production
of goods and services. In applying the model, we assume that the economy can
produce two goods, and we assume that technology and the factors of production
available to the economy remain unchanged. In this section, we shall assume that
the economy operates on its production possibilities curve so that an increase in
the production of one good in the model implies a reduction in the production of
the other.

We shall consider two goods and services: national defense and security and a
category we shall call “all other goods and services.” This second category includes
the entire range of goods and services the economy can produce, aside from
national defense and security. Clearly, the transfer of resources to the effort to
enhance national security reduces the quantity of other goods and services that can
be produced. In the wake of the 9/11 attacks in 2001, nations throughout the world
increased their spending for national security. This spending took a variety of
forms. One, of course, was increased defense spending. Local and state governments
also increased spending in an effort to prevent terrorist attacks. Airports around
the world hired additional agents to inspect luggage and passengers.

The increase in resources devoted to security meant fewer “other goods and
services” could be produced. In terms of the production possibilities curve in Figure
2.6 "Spending More for Security", the choice to produce more security and less of
other goods and services means a movement from A to B. Of course, an economy
cannot really produce security; it can only attempt to provide it. The attempt to
provide it requires resources; it is in that sense that we shall speak of the economy
as “producing” security.

At point A, the economy was producing Sa units of

security on the vertical axis—defense services and Figure 2.6 Spending More
various forms of police protection—and Oa units of for Security

other goods and services on the horizontal axis. The
decision to devote more resources to security and less to
other goods and services represents the choice we
discussed in the chapter introduction. In this case we
have categories of goods rather than specific goods.
Thus, the economy chose to increase spending on .
security in the effort to defeat terrorism. Since we have P
assumed that the economy has a fixed quantity of Bilathengnndsand sevices
available resources, the increased use of resources for

Security
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security and national defense necessarily reduces the
number of resources available for the production of Here, an economy that can

other goods and services. produce two categories of goods,
security and “all other goods and
services,” begins at point A on its

The law of increasing opportunity cost tells us that,as ~ Production possibilities curve.

. T The economy produces S units
the economy moves along the production possibilities
curve in the direction of more of one good, its ,

. o other goods and services per
opportunity cost will increase. We may conclude that, as ,i0d. 4 movement from 4 to B
the economy moved along this curve in the direction of  requires shifting resources out of
greater production of security, the opportunity cost of  the production of all other goods
the additional security began to increase. That is and services and into spending

. on security. The increase in
because the resources transferred from the production  g,.ding on security, to S units
of other goods and services to the production of security ofsecurity per period, has an
had a greater and greater comparative advantage in opportunity cost of reduced

producing things other than security. production of all other goods and
services. Production of all other

goods and services falls by Oa -

of security and 04 units of all

The production possibilities model does not tell us Op units per period.

where on the curve a particular economy will operate.

Instead, it lays out the possibilities facing the economy.

Many countries, for example, chose to move along their

respective production possibilities curves to produce more security and national
defense and less of all other goods in the wake of 9/11. We will see in the chapter on
demand and supply how choices about what to produce are made in the
marketplace.

Producing on Versus Producing Inside the Production
Possibilities Curve

An economy that is operating inside its production possibilities curve could, by
moving onto it, produce more of all the goods and services that people value, such
as food, housing, education, medical care, and music. Increasing the availability of
these goods would improve the standard of living. Economists conclude that it is
better to be on the production possibilities curve than inside it.

Two things could leave an economy operating at a point inside its production
possibilities curve. First, the economy might fail to use fully the resources available
to it. Second, it might not allocate resources on the basis of comparative advantage.
In either case, production within the production possibilities curve implies the
economy could improve its performance.
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15. Situation in which all the
factors of production that are
available for use under current
market conditions are being
utilized.

Idle Factors of Production

Suppose an economy fails to put all its factors of production to work. Some workers
are without jobs, some buildings are without occupants, some fields are without
crops. Because an economy’s production possibilities curve assumes the full use of
the factors of production available to it, the failure to use some factors results in a
level of production that lies inside the production possibilities curve.

If all the factors of production that are available for use under current market
conditions are being utilized, the economy has achieved full employment'>. An
economy cannot operate on its production possibilities curve unless it has full
employment.

Figure 2.7 Idle Factors and Production

Units of food per period

Units of clothing per period

The production possibilities curve shown suggests an economy that can produce two goods, food and clothing. As a
result of a failure to achieve full employment, the economy operates at a point such as B, producing Fg units of food

and Cp units of clothing per period. Putting its factors of production to work allows a move to the production

possibilities curve, to a point such as A. The production of both goods rises.
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16. When an economy is operating
on its production possibilities
curve.

17. Situation in which the
economy is using the same
quantities of factors of
production but is operating
inside its production
possibilities curve.

Figure 2.7 "Idle Factors and Production" shows an economy that can produce food
and clothing. If it chooses to produce at point A, for example, it can produce Fa

units of food and Ca units of clothing. Now suppose that a large fraction of the

economy’s workers lose their jobs, so the economy no longer makes full use of one
factor of production: labor. In this example, production moves to point B, where the
economy produces less food (Fg) and less clothing (Cg) than at point A. We often

think of the loss of jobs in terms of the workers; they have lost a chance to work and
to earn income. But the production possibilities model points to another loss: goods
and services the economy could have produced that are not being produced.

Inefficient Production

Now suppose Alpine Sports is fully employing its factors of production. Could it still
operate inside its production possibilities curve? Could an economy that is using all
its factors of production still produce less than it could? The answer is “Yes,” and
the key lies in comparative advantage. An economy achieves a point on its
production possibilities curve only if it allocates its factors of production on the
basis of comparative advantage. If it fails to do that, it will operate inside the curve.

Suppose that, as before, Alpine Sports has been producing only skis. With all three
of its plants producing skis, it can produce 350 pairs of skis per month (and no
snowboards). The firm then starts producing snowboards. This time, however,
imagine that Alpine Sports switches plants from skis to snowboards in numerical
order: Plant 1 first, Plant 2 second, and then Plant 3. Figure 2.8 "Efficient Versus
Inefficient Production" illustrates the result. Instead of the bowed-out production
possibilities curve ABCD, we get a bowed-in curve, AB’C’D. Suppose that Alpine
Sports is producing 100 snowboards and 150 pairs of skis at point B’. Had the firm
based its production choices on comparative advantage, it would have switched
Plant 3 to snowboards and then Plant 2, so it could have operated at a point such as
C. It would be producing more snowboards and more pairs of skis—and using the
same quantities of factors of production it was using at B’. Had the firm based its
production choices on comparative advantage, it would have switched Plant 3 to
snowboards and then Plant 2, so it would have operated at point C. It would be
producing more snowboards and more pairs of skis—and using the same quantities
of factors of production it was using at B’. When an economy is operating on its
production possibilities curve, we say that it is engaging in efficient production®.
If it is using the same quantities of factors of production but is operating inside its
production possibilities curve, it is engaging in inefficient production'’. Inefficient
production implies that the economy could be producing more goods without using
any additional labor, capital, or natural resources.
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18. Situation in which an economy

is producing the goods and
services in which it has a
comparative advantage.

Points on the production possibilities curve thus satisfy
two conditions: the economy is making full use of its
factors of production, and it is making efficient use of
its factors of production. If there are idle or inefficiently
allocated factors of production, the economy will
operate inside the production possibilities curve. Thus,
the production possibilities curve not only shows what
can be produced; it provides insight into how goods and
services should be produced. It suggests that to obtain
efficiency in production, factors of production shouldbe = WL
allocated on the basis of comparative advantage.
Further, the economy must make full use of its factors
of production if it is to produce the goods and services it
is capable of producing.

Figure 2.8 Efficient Versus
Inefficient Production
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When factors of production are
allocated on a basis other than
comparative advantage, the
result is inefficient production.
Suppose Alpine Sports operates
the three plants we examined in
Figure 2.3 "Production
Possibilities at Three Plants".
Suppose further that all three

Specialization

The production possibilities model suggests that
specialization will occur. Specialization'® implies that
an economy is producmg the goods and services in olants are devoted exclusively to
which it has a comparative advantage. If Alpine Sports g production; the firm operates
selects point C in Figure 2.8 "Efficient Versus Inefficient  at A. Now suppose that, to
Production", for example, it will assign Plant 1 increase snowboard production,
exclusively to ski production and Plants 2 and 3 it transfers plants in numerical

. . order: Plant 1 first, then Plant 2,
exclusively to snowboard production. and finally Plant 3. The result is

the bowed-in curve AB’C’D.
Production on the production

Such specialization is typical in an economic system.
Workers, for example, specialize in particular fields in
which they have a comparative advantage. People work ~ transferred according to
and use the income they earn to buy—perhaps comparative advantage.
import—goods and services from people who have a

comparative advantage in doing other things. The result

is a far greater quantity of goods and services than

would be available without this specialization.

possibilities curve ABCD requires
that factors of production be

Think about what life would be like without specialization. Imagine that you are
suddenly completely cut off from the rest of the economy. You must produce
everything you consume; you obtain nothing from anyone else. Would you be able
to consume what you consume now? Clearly not. It is hard to imagine that most of
us could even survive in such a setting. The gains we achieve through specialization
are enormous.
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Nations specialize as well. Much of the land in the United States has a comparative
advantage in agricultural production and is devoted to that activity. Hong Kong,
with its huge population and tiny endowment of land, allocates virtually none of its
land to agricultural use; that option would be too costly. Its land is devoted largely
to nonagricultural use.

KEY TAKEAWAYS

¢ A production possibilities curve shows the combinations of two goods an
economy is capable of producing.

+ The downward slope of the production possibilities curve is an
implication of scarcity.

+ The bowed-out shape of the production possibilities curve results from
allocating resources based on comparative advantage. Such an
allocation implies that the law of increasing opportunity cost will hold.

¢ An economy that fails to make full and efficient use of its factors of
production will operate inside its production possibilities curve.

+ Specialization means that an economy is producing the goods and
services in which it has a comparative advantage.

2.2 The Production Possibilities Curve 64



Chapter 2 Confronting Scarcity: Choices in Production

TRY IT!

Suppose a manufacturing firm is equipped to produce radios or calculators.
It has two plants, Plant R and Plant S, at which it can produce these goods.
Given the labor and the capital available at both plants, it can produce the
combinations of the two goods at the two plants shown.

Output per day, Plant R

Combination | Calculators | Radios

A 100 0
B 50 25
C 0 50

Output per day, Plant S

Combination | Calculators | Radios

D 50 0
E 25 50
F 0 100

Put calculators on the vertical axis and radios on the horizontal axis. Draw
the production possibilities curve for Plant R. On a separate graph, draw the
production possibilities curve for Plant S. Which plant has a comparative
advantage in calculators? In radios? Now draw the combined curves for the
two plants. Suppose the firm decides to produce 100 radios. Where will it
produce them? How many calculators will it be able to produce? Where will
it produce the calculators?
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Case in Point: The Cost of the Great Depression
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The U.S. economy looked very healthy in the beginning of 1929. It had enjoyed
seven years of dramatic growth and unprecedented prosperity. Its resources
were fully employed; it was operating quite close to its production possibilities
curve.

In the summer of 1929, however, things started going wrong. Production and
employment fell. They continued to fall for several years. By 1933, more than
25% of the nation’s workers had lost their jobs. Production had plummeted by
almost 30%. The economy had moved well within its production possibilities
curve.

Output began to grow after 1933, but the economy continued to have vast
numbers of idle workers, idle factories, and idle farms. These resources were
not put back to work fully until 1942, after the U.S. entry into World War II
demanded mobilization of the economy’s factors of production.

2.2 The Production Possibilities Curve



Chapter 2 Confronting Scarcity: Choices in Production

Between 1929 and 1942, the economy produced 25% fewer goods and services
than it would have if its resources had been fully employed. That was a loss,
measured in today’s dollars, of well over $3 trillion. In material terms, the
forgone output represented a greater cost than the United States would
ultimately spend in World War 1. The Great Depression was a costly experience
indeed.

ANSWER TO TRY IT! PROBLEM

The production possibilities curves for the two plants are shown, along with
the combined curve for both plants. Plant R has a comparative advantage in
producing calculators. Plant S has a comparative advantage in producing
radios, so, if the firm goes from producing 150 calculators and no radios to
producing 100 radios, it will produce them at Plant S. In the production
possibilities curve for both plants, the firm would be at M, producing 100
calculators at Plant R.

PlantR Plant S
150 150 '
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2.3 Applications of the Production Possibilities Model

LEARNING OBJECTIVES

1. Understand the argument for unrestricted international trade in terms
of economic specialization and comparative advantage.

2. Define economic growth in terms of the production possibilities model
and discuss factors that make such growth possible.

3. Explain the classification of economic systems, the role of government
in different economic systems, and the strengths and weaknesses of
different systems.

The production possibilities curve gives us a model of an economy. The model
provides powerful insights about the real world, insights that help us to answer
some important questions: How does trade between two countries affect the
quantities of goods available to people? What determines the rate at which
production will increase over time? What is the role of economic freedom in the
economy? In this section we explore applications of the model to questions of
international trade, economic growth, and the choice of an economic system.

Comparative Advantage and International Trade

One of the most important implications of the concepts of comparative advantage
and the production possibilities curve relates to international trade. We can think
of different nations as being equivalent to Christie Ryder’s plants. Each will have a
comparative advantage in certain activities, and efficient world production requires
that each nation specialize in those activities in which it has a comparative
advantage. A failure to allocate resources in this way means that world production
falls inside the production possibilities curve; more of each good could be produced
by relying on comparative advantage.

If nations specialize, then they must rely on each other. They will sell the goods in
which they specialize and purchase other goods from other nations. Suppose, for
example, that the world consists of two continents that can each produce two
goods: South America and Europe can produce food and computers. Suppose they
can produce the two goods according to the tables in Panels (a) and (b) of Figure 2.9
"Production Possibilities Curves and Trade". We have simplified this example by
assuming that each continent has a linear production possibilities curve; the curves
are plotted below the tables in Panels (a) and (b). Each continent has a separate
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production possibilities curve; the two have been combined to illustrate a world
production possibilities curve in Panel (c) of the exhibit.

Figure 2.9 Production Possibilities Curves and Trade

Panel (a) Panel {b) Panel {c)
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Suppose the world consists of two continents: South America and Europe. They can each produce two goods: food
and computers. In this example, we assume that each continent has a linear production possibilities curve, as shown
in Panels (a) and (b). South America has a comparative advantage in food production and Europe has a comparative
advantage in computer production. With free trade, the world can operate on the bowed-out curve GHI, shown in
Panel (c). If the continents refuse to trade, the world will operate inside its production possibilities curve. If, for
example, each continent were to produce at the midpoint of its production possibilities curve, the world would
produce 300 computers and 300 units of food per period at point Q. If each continent were to specialize in the good in
which it has a comparative advantage, world production could move to a point such as H, with more of both goods
produced.

The world production possibilities curve assumes that resources are allocated
between computer and food production based on comparative advantage. Notice
that, even with only two economies and the assumption of linear production
possibilities curves for each, the combined curve still has a bowed-out shape. At
point H, for example, South America specializes in food, while Europe produces only
computers. World production equals 400 units of each good. In this situation, we
would expect South America to export food to Europe while Europe exports
computers to South America.

But suppose the regions refuse to trade; each insists on producing its own food and
computers. Suppose further that each chooses to produce at the midpoint of its own
production possibilities curve. South America produces 100 units of computers and
200 units of food per period, while Europe produces 200 units of computers and 100
units of food per period. World production thus totals 300 units of each good per
period; the world operates at point Q in Figure 2.9 "Production Possibilities Curves
and Trade". If the two continents were willing to move from isolation to trade, the
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19. The process through which an
economy achieves an outward
shift in its production
possibilities curve.

world could achieve an increase in the production of both goods. Producing at point
H requires no more resources, no more effort than production at Q. It does,
however, require that the world’s resources be allocated on the basis of
comparative advantage.

The implications of our model for trade are powerful indeed. First, we see that trade
allows the production of more of all goods and services. Restrictions on trade thus
reduce production of goods and services. Second, we see a lesson often missed in
discussions of trade: a nation’s trade policy has nothing to do with its level of
employment of its factors of production. In our example, when South America and
Europe do not engage in trade and produce at the midpoints of each of their
respective production possibilities curves, they each have full employment. With trade,
the two nations still operate on their respective production possibilities curves: they
each have full employment. Trade certainly redistributes employment in the two
continents. In South America, employment shifts from computer production to food
production. In Europe, it shifts from food production to computer production. Once
the shift is made, though, there is no effect on employment in either continent.

Of course, this idealized example would have all of South America’s computer
experts becoming farmers while all of Europe’s farmers become computer geeks!
That is a bit much to swallow, but it is merely the result of assuming linear
production possibilities curves and complete specialization. In the real world,
production possibilities curves are concave, and the reallocation of resources
required by trade is not nearly as dramatic. Still, free trade can require shifts in
resources from one activity to another. These shifts produce enormous benefits, but
they do not come without costs.

Nearly all economists agree that largely unrestricted trade between countries is
desirable; restrictions on trade generally force the world to operate inside its
production possibilities curve. In some cases restrictions on trade could be
desirable, but in the main, free trade promotes greater production of goods and
services for the world’s people. The role of international trade is explored in
greater detail in subsequent chapters of this book.

Economic Growth

An increase in the physical quantity or in the quality of factors of production
available to an economy or a technological gain will allow the economy to produce
more goods and services; it will shift the economy’s production possibilities curve
outward. The process through which an economy achieves an outward shift in its
production possibilities curve is called economic growth'®. An outward shift in a
production possibilities curve is illustrated in Figure 2.10 "Economic Growth and
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the Production Possibilities Curve". In Panel (a), a point such as N is not attainable;
it lies outside the production possibilities curve. Growth shifts the curve outward,
as in Panel (b), making previously unattainable levels of production possible.

Figure 2.10 Economic Growth and the Production Possibilities Curve
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An economy capable of producing two goods, A and B, is initially operating at point M on production possibilities
curve OMR in Panel (a). Given this production possibilities curve, the economy could not produce a combination
such as shown by point N, which lies outside the curve. An increase in the factors of production available to the
economy would shift the curve outward to SNT, allowing the choice of a point such as N, at which more of both
goods will be produced.

The Sources of Economic Growth

Economic growth implies an outward shift in an economy’s production possibilities
curve. Recall that when we draw such a curve, we assume that the quantity and
quality of the economy’s factors of production and its technology are unchanged.
Changing these will shift the curve. Anything that increases the quantity or quality
of the factors of production available to the economy or that improves the
technology available to the economy contributes to economic growth.

Consider, for example, the dramatic gains in human capital that have occurred in
the United States since the beginning of the past century. In 1900, about 3.5% of U.S.
workers had completed a high school education. By 2009, that percentage rose
almost to 92. Fewer than 1% of the workers in 1900 had graduated from college; as
late as 1940 only 3.5% had graduated from college. By 2009, over 32% had graduated
from college. In addition to being better educated, today’s workers have received
more and better training on the job. They bring far more economically useful
knowledge and skills to their work than did workers a century ago.
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Moreover, the technological changes that have occurred within the past 100 years
have greatly reduced the time and effort required to produce most goods and
services. Automated production has become commonplace. Innovations in
transportation (automobiles, trucks, and airplanes) have made the movement of
goods and people cheaper and faster. A dizzying array of new materials is available
for manufacturing. And the development of modern information
technology—including computers, software, and communications equipment—that
seemed to proceed at breathtaking pace especially during the final years of the last
century and continuing to the present has transformed the way we live and work.

Look again at the technological changes of the last few years described in the Case
in Point on advances in technology. Those examples of technological progress
through applications of computer technology—from new ways of mapping oil
deposits to new methods of milking cows—helped propel the United States and
other economies to dramatic gains in the ability to produce goods and services.
They have helped shift the countries’ production possibilities curve outward. They
have helped fuel economic growth.

Table 2.1 "Sources of U.S. Economic Growth, 1960-2007" summarizes the factors
that have contributed to U.S. economic growth since 1960. When looking at the
period of 1960-2007 as a whole we see that about 65% of economic growth stems
from increases in quantities of capital and labor and about 35% from increases in
qualities of the factors of production and improvements in technology or
innovation. Looking at the three shorter subperiods (1960-1995, 1995-2000, and
2000-2007), we see that the share attributed to quantity increases declined (from
68% to 56% and then 50%), while the share attributed to improvement in the
qualities of the factors of production and to technological improvement grew (from
32% to 44% and then to 50%).

Table 2.1 Sources of U.S. Economic Growth, 1960-2007

. Percentage Contribution to Period Growth
Period
Growth Rate

Years 1960-2007 3.45%
Increase in quantity of labor 0.74%
Increase in quantity of

. d ty 1.48%
capital
Increase in quality of labor 0.23%
Increase in quality of capital 0.58%
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Improved technology 0.41%
Years 1960-1995 3.42%
Increase in quantity of labor 0.80%
Increase in quantity of
. 1.55%
capital
Increase in quality of labor 0.24%
Increase in quality of capital 0.56%
Improved technology 0.28%
Years 1995-2000 4.52%
Increase in quantity of labor 1.09%
Increase in quantity of
. 1.43%
capital
Increase in quality of labor 0.20%
Increase in quality of capital 0.89%
Improved technology 0.90%
Years 2000-2007 2.78%
Increase in quantity of labor 0.17%
Increase in quantity of
. 1.21%
capital
Increase in quality of labor 0.22%
Increase in quality of capital 0.46%
Improved technology 0.72%

Total output for the period shown increased nearly fivefold. The chart shows the
percentage of growth accounted for by increases in the quantity of labor and of
capital and by increases in the quality of labor and of capital and improvements in
technology.

Source: Dale W. Jorgenson, Mun Ho, and Jon Samuels, “Information Technology and
U.S. Productivity Growth: Evidence from a Prototype Industry Production Account,”
prepared for Matilde Mas and Robert Stehrer, Industrial Productivity in Europe: Growth
and Crisis, November 19, 2010.
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Another way of looking at these data is to note that while the contribution of
improved technology has increased over time (from 8% for the 1960-1995 period, to
20% for the 1995-2000 period, and 26% for the 2000-2007 period), most growth
comes from more and better-quality factors of production. The study by economists
Dale Jorgenson, Mun Ho, and Jon Samuels, on which the data shown in Table 2.1
"Sources of U.S. Economic Growth, 1960-2007" are derived, concludes that “the
great preponderance of economic growth in the U.S. involves the replication of
existing technologies through investment in equipment and software and
expansion of the labour force. Replication generates economic growth with no
increase in productivity. Productivity growth is the key economic indicator of
innovation...Although innovation contributes only a modest portion of growth, this
is vital to long-term gains in the American standard of living.”Dale W. Jorgenson,
Mun Ho, and Jon Samuels, “Information Technology and U.S. Productivity Growth:
Evidence from a Prototype Industry Production Account,” in Industrial Productivity in
Europe: Growth and Crisis, ed. Matilde Mas and Robert Stehrer (Gloucestershire, UK:
Edward Elgar, forthcoming).

Waiting for Growth

One key to growth is, in effect, the willingness to wait, to postpone current
consumption in order to enhance future productive capability. When Stone Age
people fashioned the first tools, they were spending time building capital rather
than engaging in consumption. They delayed current consumption to enhance their
future consumption; the tools they made would make them more productive in the
future.

Resources society could have used to produce consumer goods are being used to
produce new capital goods and new knowledge for production instead—all to
enhance future production. An even more important source of growth in many
nations has been increased human capital. Increases in human capital often require
the postponement of consumption. If you are a college student, you are engaged in
precisely this effort. You are devoting time to study that could have been spent
working, earning income, and thus engaging in a higher level of consumption. If
you are like most students, you are making this choice to postpone consumption
because you expect it will allow you to earn more income, and thus enjoy greater
consumption, in the future.

Think of an economy as being able to produce two goods, capital and consumer
goods (those destined for immediate use by consumers). By focusing on the
production of consumer goods, the people in the economy will be able to enjoy a
higher standard of living today. If they reduce their consumption—and their
standard of living—today to enhance their ability to produce goods and services in
the future, they will be able to shift their production possibilities curve outward.
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20. Economy in which resources
are generally owned by private
individuals who have the
power to make decisions about
their use.

21. Economy in which government
is the primary owner of capital
and natural resources and has
broad power to allocate the use
of factors of production.

22. Economy that combine
elements of market capitalist
and of command socialist
economic systems.

That may allow them to produce even more consumer goods. A decision for greater
growth typically involves the sacrifice of present consumption.

Arenas for Choice: A Comparison of Economic Systems

Under what circumstances will a nation achieve efficiency in the use of its factors of
production? The discussion above suggested that Christie Ryder would have an
incentive to allocate her plants efficiently because by doing so she could achieve
greater output of skis and snowboards than would be possible from inefficient
production. But why would she want to produce more of these two goods—or of any
goods? Why would decision makers throughout the economy want to achieve such
efficiency?

Economists assume that privately owned firms seek to maximize their profits. The
drive to maximize profits will lead firms such as Alpine Sports to allocate resources
efficiently to gain as much production as possible from their factors of production.
But whether firms will seek to maximize profits depends on the nature of the
economic system within which they operate.

Classifying Economic Systems

Each of the world’s economies can be viewed as operating somewhere on a
spectrum between market capitalism and command socialism. In a market
capitalist economy™, resources are generally owned by private individuals who
have the power to make decisions about their use. A market capitalist system is
often referred to as a free enterprise economic system. In a command socialist
economy”', the government is the primary owner of capital and natural resources
and has broad power to allocate the use of factors of production. Between these two
categories lie mixed economies®” that combine elements of market capitalist and of
command socialist economic systems.

No economy represents a pure case of either market capitalism or command
socialism. To determine where an economy lies between these two types of systems,
we evaluate the extent of government ownership of capital and natural resources
and the degree to which government is involved in decisions about the use of
factors of production.

Figure 2.11 "Economic Systems" suggests the spectrum of economic systems.
Market capitalist economies lie toward the left end of this spectrum; command
socialist economies appear toward the right. Mixed economies lie in between. The
market capitalist end of the spectrum includes countries such as the United States,
the United Kingdom, and Chile. Hong Kong, though now part of China, has a long
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history as a market capitalist economy and is generally regarded as operating at the
market capitalist end of the spectrum. Countries at the command socialist end of
the spectrum include North Korea and Cuba.

Figure 2.11 Economic Systems

Market Mixed Command
capitalist socialist
economies . economies
economies

Some European economies, such as France, Germany, and Sweden, have a
sufficiently high degree of regulation that we consider them as operating more
toward the center of the spectrum. Russia and China, which long operated at the
command socialist end of the spectrum, can now be considered mixed economies.
Most economies in Latin America once operated toward the right end of the
spectrum. While their governments did not exercise the extensive ownership of
capital and natural resources that are one characteristic of command socialist
systems, their governments did impose extensive regulations. Many of these
nations are in the process of carrying out economic reforms that will move them
further in the direction of market capitalism.

The global shift toward market capitalist economic systems that occurred in the
1980s and 1990s was in large part the result of three important features of such
economies. First, the emphasis on individual ownership and decision-making power
has generally yielded greater individual freedom than has been available under
command socialist or some more heavily regulated mixed economic systems that lie
toward the command socialist end of the spectrum. People seeking political,
religious, and economic freedom have thus gravitated toward market capitalism.
Second, market economies are more likely than other systems to allocate resources
on the basis of comparative advantage. They thus tend to generate higher levels of
production and income than do other economic systems. Third, market capitalist-
type systems appear to be the most conducive to entrepreneurial activity.

Suppose Christie Ryder had the same three plants we considered earlier in this
chapter but was operating in a mixed economic system with extensive government
regulation. In such a system, she might be prohibited from transferring resources
from one use to another to achieve the gains possible from comparative advantage.
If she were operating under a command socialist system, she would not be the
owner of the plants and thus would be unlikely to profit from their efficient use. If
that were the case, there is no reason to believe she would make any effort to assure
the efficient use of the three plants. Generally speaking, it is economies toward the
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market capitalist end of the spectrum that offer the greatest inducement to allocate
resources on the basis of comparative advantage. They tend to be more productive
and to deliver higher material standards of living than do economies that operate at
or near the command socialist end of the spectrum.

Figure 2.12 Economic Freedom and Income
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The graph shows the relationship between economic freedom and per capita income by region. Countries with
higher degrees of economic freedom tended to have higher per capita incomes.

Source: Terry Miller and Kim R. Holmes, 2011 Index of Economic Freedom (Washington, D.C.: The Heritage
Foundation and Dow Jones & Company, Inc., 2011), at www.heritage.org/index.

Market capitalist economies rely on economic freedom. Indeed, one way we can
assess the degree to which a country can be considered market capitalist is by the
degree of economic freedom it permits. Several organizations have attempted to
compare economic freedom in various countries. One of the most extensive
comparisons is a joint annual effort by the Heritage Foundation and the Wall Street
Journal. The 2011 rating was based on policies in effect in 183 nations early that
year. The report ranks these nations on the basis of such things as the degree of
regulation of firms, tax levels, and restrictions on international trade. Hong Kong
ranked as the freest economy in the world. North Korea received the dubious
distinction of being the least free.

It seems reasonable to expect that the greater the degree of economic freedom a
country permits, the greater the amount of income per person it will generate. This
proposition is illustrated in Figure 2.12 "Economic Freedom and Income". The study
also found a positive association between the degree of economic freedom and
overall well-being using a measure that takes into account such variables as health,
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education, security, and personal freedom. We must be wary of slipping into the
fallacy of false cause by concluding from this evidence that economic freedom
generates higher incomes. It could be that higher incomes lead nations to opt for
greater economic freedom. But in this case, it seems reasonable to conclude that, in
general, economic freedom does lead to higher incomes.

Government in a Market Economy

The production possibilities model provides a menu of choices among alternative
combinations of goods and services. Given those choices, which combinations will
be produced?

In a market economy, this question is answered in large part through the
interaction of individual buyers and sellers. As we have already seen, government
plays a role as well. It may seek to encourage greater consumption of some goods
and discourage consumption of others. In the United States, for example, taxes
imposed on cigarettes discourage smoking, while special treatment of property
taxes and mortgage interest in the federal income tax encourages home ownership.
Government may try to stop the production and consumption of some goods
altogether, as many governments do with drugs such as heroin and cocaine.
Government may supplement the private consumption of some goods by producing
more of them itself, as many U.S. cities do with golf courses and tennis courts. In
other cases, there may be no private market for a good or service at all. In the
choice between security and defense versus all other goods and services outlined at
the beginning of this chapter, government agencies are virtually the sole providers
of security and national defense.

All nations also rely on government to provide defense, enforce laws, and
redistribute income. Even market economies rely on government to regulate the
activities of private firms, to protect the environment, to provide education, and to
produce a wide range of other goods and services. Government’s role may be
limited in a market economy, but it remains fundamentally important.
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KEY TAKEAWAYS

+ The ideas of comparative advantage and specialization suggest that
restrictions on international trade are likely to reduce production of
goods and services.

« Economic growth is the result of increasing the quantity or quality of an
economy’s factors of production and of advances in technology.

« Policies to encourage growth generally involve postponing consumption
to increase capital and human capital.

+ Market capitalist economies have generally proved more productive
than mixed or command socialist economies.

« Government plays a crucial role in any market economy.

TRY IT!

Draw a production possibilities curve for an economy that can produce two
goods, CD players and jackets. You do not have numbers for this one—just
draw a curve with the usual bowed-out shape. Put the quantity of CD players
per period on the vertical axis and the quantity of jackets per period on the
horizontal axis. Now mark a point A on the curve you have drawn; extend
dotted lines from this point to the horizontal and vertical axes. Mark the
initial quantities of the two goods as CD4 and Ja, respectively. Explain why,
in the absence of economic growth, an increase in jacket production
requires a reduction in the production of CD players. Now show how
economic growth could lead to an increase in the production of both goods.
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Case in Point: The Prospects for World Economic Growth

© Thinkstock

What will happen to world economic growth in the next 10 years? The
prognosis, according to economists Dale W. Jorgenson of Harvard University
and Khuong M. Vu of the National University of Singapore, suggests that world
growth is likely to be somewhat slower in the next decade than it was in the
last.

The two economists, who have written extensively on the problem of
estimating world economic growth, estimate that the world economy (based on
their sample of 122 countries that account for 95% of world GDP) grew at a rate
of just 2.20% from 1990-1995. That increased to 3.37% per year from 1995-2000.
During the period from 2000-2005 the annual growth rate accelerated again to
3.71%. Despite the recession and financial crisis that began in 2008, world
growth slowed a bit but was still 3.06% from 2005 to 2009. Growth at 3% would
double world economic income every 24 years. Think for a moment about what
that implies—world income would quadruple in just 48 years. Growth at the
1990-1995 pace of 2.20% per year would take 33 years for income to double.
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Might the world growth rates from 2000 to 2009 of above 3% be repeated during
the next 10 years? Under their base-case scenario, the economists project the
world growth rate between 2010 and 2020 to be about 3.37%.

What do they think the economic world will look like then? They predict that
over the next 10-year period: the U.S. growth rate will slow down compared to
the last two decades, primarily due to slower growth in labor quality, but the
U.S. growth rate will still lead among the G7 countries (a group of seven large
industrialized countries that includes Canada, France, Germany, Italy, Japan,
the United Kingdom, and the United States); the overall growth in the G7
countries will continue to decline; and growth in the developing countries of
Asia (Bangladesh Cambodia, China, Hong Kong, India, Indonesia, Malaysia,
Nepal, Pakistan, Philippines, Singapore, South Korean, Sri Lanka, Taiwan,
Thailand, and Vietnam) will slow a bit from the recent past but will be high
enough that those countries’ GDPs will comprise nearly 37% of world GDP in
2020, as compared to 29% in 2010. In terms of size of GDP in 2020, they predict
the following new order: China, the United States, India, Japan, Russia,
Germany, and Brazil. If their predictions are realized, it will mark the end of a
period of more than a century in which the United States has been the world’s
largest economy.

Sources: Dale W. Jorgenson and Khoung M. Vu, “The Rise of Developing Asia
and the New Economic Order,” Journal of Policy Modeling 33:5
(September-October 2011), forthcoming.
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ANSWER TO TRY IT! PROBLEM

Your first production possibilities curve should resemble the one in Panel
(a). Starting at point A, an increase in jacket production requires a move
down and to the right along the curve, as shown by the arrow, and thus a
reduction in the production of CD players. Alternatively, if there is economic
growth, it shifts the production possibilities curve outward, as in Panel (b).
This shift allows an increase in production of both goods, as suggested by

the arrow.
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Summary

Economics deals with choices. In this chapter we have examined more carefully the range of choices in
production that must be made in any economy. In particular, we looked at choices involving the allocation of an
economy’s factors of production: labor, capital, and natural resources.

In addition, in any economy, the level of technology plays a key role in determining how productive the factors
of production will be. In a market economy, entrepreneurs organize factors of production and act to introduce
technological change.

The production possibilities model is a device that assists us in thinking about many of the choices about
resource allocation in an economy. The model assumes that the economy has factors of production that are fixed
in both quantity and quality. When illustrated graphically, the production possibilities model typically limits our
analysis to two goods. Given the economy’s factors of production and technology, the economy can produce
various combinations of the two goods. If it uses its factors of production efficiently and has full employment, it
will be operating on the production possibilities curve.

Two characteristics of the production possibilities curve are particularly important. First, it is downward
sloping. This reflects the scarcity of the factors of production available to the economy; producing more of one
good requires giving up some of the other. Second, the curve is bowed out. Another way of saying this is to say
that the curve gets steeper as we move from left to right; the absolute value of its slope is increasing. Producing
each additional unit of the good on the horizontal axis requires a greater sacrifice of the good on the vertical
axis than did the previous units produced. This fact, called the law of increasing opportunity cost, is the
inevitable result of efficient choices in production—choices based on comparative advantage.

The production possibilities model has important implications for international trade. It suggests that free trade
will allow countries to specialize in the production of goods and services in which they have a comparative
advantage. This specialization increases the production of all goods and services.

Increasing the quantity or quality of factors of production and/or improving technology will shift the
production possibilities curve outward. This process is called economic growth. In the last 50 years, economic
growth in the United States has resulted chiefly from increases in human capital and from technological
advance.

Choices concerning the use of scarce resources take place within the context of a set of institutional
arrangements that define an economic system. The principal distinctions between systems lie in the degree to
which ownership of capital and natural resources and decision making authority over scarce resources are held
by government or by private individuals. Economic systems include market capitalist, mixed, and command
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socialist economies. An increasing body of evidence suggests that market capitalist economies tend to be most
productive; many command socialist and mixed economies are moving in the direction of market capitalist
systems.

The presumption in favor of market-based systems does not preclude a role for government. Government is
necessary to provide the system of laws on which market systems are founded. It may also be used to provide
certain goods and services, to help individuals in need, and to regulate the actions of individuals and firms.

2.4 Review and Practice
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2.4 Review and Practice

CONCEPT PROBLEMS

. How does a college education increase one’s human capital?
. Why does the downward-sloping production possibilities curve imply

that factors of production are scarce?

. In what ways are the bowed-out shape of the production possibilities

curve and the law of increasing opportunity cost related?

. What is the relationship between the concept of comparative advantage

and the law of increasing opportunity cost?

Suppose an economy can produce two goods, A and B. It is now
operating at point E on production possibilities curve RT. An
improvement in the technology available to produce good A shifts the
curve to ST, and the economy selects point E’. How does this change
affect the opportunity cost of producing an additional unit of good B?

Good A

.————-—————-,—--——-——_—

Good B

6. Could a nation’s production possibilities curve ever shift inward?

Explain what such a shift would mean, and discuss events that might
cause such a shift to occur.

Suppose blue-eyed people were banned from working. How would this
affect a nation’s production possibilities curve?

. Evaluate this statement: “The U.S. economy could achieve greater

growth by devoting fewer resources to consumption and more to
investment; it follows that such a shift would be desirable.”
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10.

11.

12.

13.

Two countries, Sportsland and Foodland, have similar total quantities of
labor, capital, and natural resources. Both can produce two goods, figs
and footballs. Sportsland’s resources are particularly well suited to the
production of footballs but are not very productive in producing figs.
Foodland’s resources are very productive when used for figs but are not
capable of producing many footballs. In which country is the cost of
additional footballs generally greater? Explain.

Suppose a country is committed to using its resources based on the
reverse of comparative advantage doctrine: it first transfers those
resources for which the cost is greatest, not lowest. Describe this
country’s production possibilities curve.

The U.S. Constitution bans states from restricting imports of goods and
services from other states. Suppose this restriction did not exist and
that states were allowed to limit imports of goods and services produced
in other states. How do you think this would affect U.S. output? Explain.
By 1993, nations in the European Union (EU) had eliminated all barriers
to the flow of goods, services, labor, and capital across their borders.
Even such things as consumer protection laws and the types of plugs
required to plug in appliances have been standardized to ensure that
there will be no barriers to trade. How do you think this elimination of
trade barriers affected EU output?

How did the technological changes described in the Case in Point
“Technology Cuts Costs, Boosts Productivity and Profits” affect the
production possibilities curve for the United States?
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NUMERICAL PROBLEMS

1. Nathan can mow four lawns in a day or plant 20 trees in a day.

1. Draw Nathan’s production possibilities curve for mowing
lawns and planting trees. Assume the production possibilities
curve is linear and put the quantity of lawns mowed per day
on the horizontal axis and the quantity of trees planted per
day on the vertical axis.

2. What is Nathan’s opportunity cost of planting trees?

3. What is Nathan’s opportunity cost of mowing lawns?

2. David can mow four lawns in a day or plant four trees in a day.

1. Draw David’s production possibilities curve for mowing
lawns and planting trees. Again, assume a linear production
possibilities curve and put the quantity of lawns mowed per
day on the horizontal axis.

2. What is David’s opportunity cost of planting trees?

3. What is David’s opportunity cost of mowing lawns?

3. Given the production information in problems 1 and 2 above, who has
the comparative advantage in planting trees? Mowing lawns?

4. The exhibits below describe the production possibilities for
Germany and Turkey.

Germany

Optical instruments per year

T
0 900
T-Shirts per year

Turkey

Optical instruments per year

T-Shirts per year
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1. What is the slope of Germany’s production possibilities
curve?

2. What is the slope of Turkey’s production possibilities curve?

3. What is the opportunity cost of producing T-shirts in
Germany?

4, What is the opportunity cost of producing T-shirts in
Turkey?

5. What is the opportunity cost of producing optical
instruments in Germany?

6. What is the opportunity cost of producing optical
instruments in Turkey?

7. In which good does Germany have a comparative advantage?

8. In which good does Turkey have a comparative advantage?

5. The nation of Leisureland can produce two goods, bicycles and
bowling balls. The western region of Leisureland can, if it devotes
all its resources to bicycle production, produce 100 bicycles per
month. Alternatively, it could devote all its resources to bowling
balls and produce 400 per month—or it could produce any
combination of bicycles and bowling balls lying on a straight line
between these two extremes.

1. Draw a production possibilities curve for western
Leisureland (with bicycles on the vertical axis).

2. What it is the opportunity cost of producing an additional
bowling ball measured in terms of forgone bicycles in
western Leisureland?

3. Suppose that eastern Leisureland can, if it devotes all its
resources to the production of bicycles, produce 400. If it
devotes all its resources to bowling ball production, though,
it can produce only 100. Draw the production possibilities
curve for eastern Leisureland (again, assume it is linear and
put bicycles on the vertical axis).

4. What is the opportunity cost of producing an additional
bowling ball measured in terms of forgone bicycles in
eastern Leisureland?

5. Explain the difference in opportunity cost between western
and eastern Leisureland. Which region has a comparative
advantage in producing bowling balls? Bicycles?

6. Draw the production possibilities curve for Leisureland, one
that combines the curves for western and eastern
Leisureland.
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7. Suppose it is determined that 400 bicycles must be produced.
How many bowling balls can be produced?
8. Where will these goods be produced?

6. The table below shows the production possibilities schedule for
an economy.

Production Capital goods per | Consumer goods per
Alternatives period period

A 0 40

B 1 36

C 2 28

D 3 16

E 4 0

1. Putting capital goods per period on the horizontal axis and
consumer goods per period on the vertical axis, graph the
production possibilities curve for the economy.

2. If the economy is producing at alternative B, what is the
opportunity cost to it of producing at alternative C instead?

3. If the economy is producing at alternative C, what is the
opportunity cost to it of producing at alternative D instead?

4. Is it possible for this economy to produce 30 units of
consumer goods per period while producing 1 unit of capital
goods? Would this combination of goods represent efficient
or inefficient production? Explain.

5. Which point, B or C, would lead to higher economic growth?
Explain your answer.

7. The exhibit below shows the sources of growth in the United
States between 1909 and 1929 and between 1950 and 1979,
according to a study by Edward Denison.Edward Denison, The
Sources of Economic Growth in the United States (New York:
Committee for Economic Development, 1962) and Edward
Denison, Trends in American Growth 1929-1982 (Washington, D.C.:
Brookings Institutions, 1985). (Note: The sources of economic
growth are cumulative and, taken collectively, explain 100% of
total growth over the period.)
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Sources of Growth
Percentage

[ 3 10 15 20 a3 30 35 40
L L L L L L L

1909-1929

Increase in quantity of labor
Increase in quantity of capital
Increase in human capital

Improved technology

1950—-1979
Increase in quantity of labor

Increase in quantity of capital

Increase in human capital

Improved technology

1. Approximately what percentage of U.S. growth between 1909
and 1929 was due to increases in quantities of factors of
production?

2. Approximately what percentage of U.S. growth between 1909
and 1929 was due to increases in quality of factors of
production and technological improvement?

3. Approximately what percentage of U.S. growth between 1950
and 1979 was due to increases in quantities of factors of
production?

4. Approximately what percentage of U.S. growth between 1950
and 1979 was due to increases in quality of factors of
production and technological improvement?
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1. The institutions that bring
together buyers and sellers.

Chapter 3

Demand and Supply
Start Up: Crazy for Coffee

Starbucks Coffee Company has revolutionized the coffee-drinking habits of millions
of people all over the world. Starbucks, whose bright green-and-white logo is
almost as familiar as the golden arches of McDonald’s, began in Seattle in 1971.
Fifteen years later it had grown into a chain of four stores in the Seattle area. Then
in 1987 Howard Schultz, a former Starbucks employee, who had become intrigued
by the culture of Italian coffee bars, bought the company from its founders for $3.8
million. In 2011, Americans were willingly paying $5 or more for a cappuccino or a
latté, and Starbucks had grown to become an international chain, with
approximately 17,000 stores in more than 50 countries.

The change in American consumers’ taste for coffee and the profits raked in by
Starbucks lured other companies to get into the game. Retailers such as Seattle’s
Best Coffee and Gloria Jean’s Coffees entered the market, and today there are
thousands of coffee bars, carts, drive-throughs, and kiosks in downtowns, malls,
and airports all around the country. Even McDonald’s began selling specialty
coffees.

But over the last decade the price of coffee beans has been quite volatile, nearly
doubling between 2009 and 2011, primarily due to bad harvests in central America.
Cappuccinos and lattés were suddenly more expensive.

Markets', the institutions that bring together buyers and sellers, are always
responding to events, such as bad harvests and changing consumer tastes that
affect the prices and quantities of particular goods. The demand for some goods
increases, while the demand for others decreases. The supply of some goods rises,
while the supply of others falls. As such events unfold, prices adjust to keep markets
in balance. This chapter explains how the market forces of demand and supply
interact to determine equilibrium prices and equilibrium quantities of goods and
services. We will see how prices and quantities adjust to changes in demand and
supply and how changes in prices serve as signals to buyers and sellers.
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The model of demand and supply that we shall develop in this chapter is one of the
most powerful tools in all of economic analysis. You will be using it throughout
your study of economics. We will first look at the variables that influence demand.
Then we will turn to supply, and finally we will put demand and supply together to
explore how the model of demand and supply operates. As we examine the model,
bear in mind that demand is a representation of the behavior of buyers and that
supply is a representation of the behavior of sellers. Buyers may be consumers
purchasing groceries or producers purchasing iron ore to make steel. Sellers may be
firms selling cars or households selling their labor services. We shall see that the
ideas of demand and supply apply, whatever the identity of the buyers or sellers
and whatever the good or service being exchanged in the market. In this chapter,
we shall focus on buyers and sellers of goods and services.
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3.1 Demand

LEARNING OBJECTIVES

1. Define the quantity demanded of a good or service and illustrate it using
a demand schedule and a demand curve.

2. Distinguish between the following pairs of concepts: demand and
quantity demanded, demand schedule and demand curve, movement
along and shift in a demand curve.

3. Identify demand shifters and determine whether a change in a demand
shifter causes the demand curve to shift to the right or to the left.

How many pizzas will people eat this year? How many doctor visits will people
make? How many houses will people buy?

Each good or service has its own special characteristics that determine the quantity
people are willing and able to consume. One is the price of the good or service itself.
Other independent variables that are important determinants of demand include
consumer preferences, prices of related goods and services, income, demographic
characteristics such as population size, and buyer expectations. The number of
pizzas people will purchase, for example, depends very much on how much they
like pizza. It also depends on the prices for alternatives such as hamburgers or
spaghetti. The number of doctor visits is likely to vary with income—people with
higher incomes are likely to see a doctor more often than people with lower
incomes. The demands for pizza, for doctor visits, and for housing are certainly
affected by the age distribution of the population and its size.

While different variables play different roles in influencing the demands for
different goods and services, economists pay special attention to one: the price of
the good or service. Given the values of all the other variables that affect demand, a
higher price tends to reduce the quantity people demand, and a lower price tends
to increase it. A medium pizza typically sells for $5 to $10. Suppose the price were
$30. Chances are, you would buy fewer pizzas at that price than you do now.
Suppose pizzas typically sold for $2 each. At that price, people would be likely to
buy more pizzas than they do now.

We will discuss first how price affects the quantity demanded of a good or service
and then how other variables affect demand.
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2. The quantity buyers are willing
and able to buy of a good or
service at a particular price
during a particular period, all
other things unchanged.

3. A table that shows the
quantities of a good or service
demanded at different prices
during a particular period, all
other things unchanged.

3.1 Demand

Price and the Demand Curve

Because people will purchase different quantities of a good or service at different
prices, economists must be careful when speaking of the “demand” for something.
They have therefore developed some specific terms for expressing the general
concept of demand.

The quantity demanded” of a good or service is the quantity buyers are willing and
able to buy at a particular price during a particular period, all other things
unchanged. (As we learned, we can substitute the Latin phrase “ceteris paribus” for
“all other things unchanged.”) Suppose, for example, that 100,000 movie tickets are
sold each month in a particular town at a price of $8 per ticket. That
quantity—100,000—is the quantity of movie admissions demanded per month at a
price of $8. If the price were $12, we would expect the quantity demanded to be less.
If it were $4, we would expect the quantity demanded to be greater. The quantity
demanded at each price would be different if other things that might affect it, such
as the population of the town, were to change. That is why we add the qualifier that
other things have not changed to the definition of quantity demanded.

A demand schedule’ is a table that shows the quantities of a good or service
demanded at different prices during a particular period, all other things
unchanged. To introduce the concept of a demand schedule, let us consider the
demand for coffee in the United States. We will ignore differences among types of
coffee beans and roasts, and speak simply of coffee. The table in Figure 3.1 "A
Demand Schedule and a Demand Curve" shows quantities of coffee that will be
demanded each month at prices ranging from $9 to $4 per pound; the table is a
demand schedule. We see that the higher the price, the lower the quantity
demanded.
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4. A graphical representation of a
demand schedule.

3.1 Demand

Figure 3.1 A Demand Schedule and a Demand Curve
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The table is a demand schedule; it shows quantities of coffee demanded per month in the United States at particular
prices, all other things unchanged. These data are then plotted on the demand curve. At point A on the curve, 25
million pounds of coffee per month are demanded at a price of $6 per pound. At point B, 30 million pounds of coffee
per month are demanded at a price of $5 per pound.

The information given in a demand schedule can be presented with a demand
curve’, which is a graphical representation of a demand schedule. A demand curve
thus shows the relationship between the price and quantity demanded of a good or
service during a particular period, all other things unchanged. The demand curve in
Figure 3.1 "A Demand Schedule and a Demand Curve" shows the prices and
quantities of coffee demanded that are given in the demand schedule. At point A,
for example, we see that 25 million pounds of coffee per month are demanded at a
price of $6 per pound. By convention, economists graph price on the vertical axis
and quantity on the horizontal axis.

Price alone does not determine the quantity of coffee or any other good that people
buy. To isolate the effect of changes in price on the quantity of a good or service
demanded, however, we show the quantity demanded at each price, assuming that
those other variables remain unchanged. We do the same thing in drawing a graph
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5. A movement along a demand
curve that results from a
change in price.

6. For virtually all goods and
services, a higher price leads to
areduction in quantity
demanded and a lower price
leads to an increase in quantity
demanded.

7. A shift in a demand curve.

3.1 Demand

of the relationship between any two variables; we assume that the values of other
variables that may affect the variables shown in the graph (such as income or
population) remain unchanged for the period under consideration.

A change in price, with no change in any of the other variables that affect demand,
results in a movement along the demand curve. For example, if the price of coffee
falls from $6 to $5 per pound, consumption rises from 25 million pounds to 30
million pounds per month. That is a movement from point A to point B along the
demand curve in Figure 3.1 "A Demand Schedule and a Demand Curve". A
movement along a demand curve that results from a change in price is called a
change in quantity demanded’. Note that a change in quantity demanded is not a
change or shift in the demand curve; it is a movement along the demand curve.

The negative slope of the demand curve in Figure 3.1 "A Demand Schedule and a
Demand Curve" suggests a key behavioral relationship in economics. All other
things unchanged, the law of demand® holds that, for virtually all goods and
services, a higher price leads to a reduction in quantity demanded and a lower price
leads to an increase in quantity demanded.

The law of demand is called a law because the results of countless studies are
consistent with it. Undoubtedly, you have observed one manifestation of the law.
When a store finds itself with an overstock of some item, such as running shoes or
tomatoes, and needs to sell these items quickly, what does it do? It typically has a
sale, expecting that a lower price will increase the quantity demanded. In general,
we expect the law of demand to hold. Given the values of other variables that
influence demand, a higher price reduces the quantity demanded. A lower price
increases the quantity demanded. Demand curves, in short, slope downward.

Changes in Demand

Of course, price alone does not determine the quantity of a good or service that
people consume. Coffee consumption, for example, will be affected by such
variables as income and population. Preferences also play a role. The story at the
beginning of the chapter illustrates how Starbucks “turned people on” to coffee. We
also expect other prices to affect coffee consumption. People often eat doughnuts or
bagels with their coffee, so a reduction in the price of doughnuts or bagels might
induce people to drink more coffee. An alternative to coffee is tea, so a reduction in
the price of tea might result in the consumption of more tea and less coffee. Thus, a
change in any one of the variables held constant in constructing a demand schedule
will change the quantities demanded at each price. The result will be a shift in the
entire demand curve rather than a movement along the demand curve. A shift in a
demand curve is called a change in demand’.

97



Chapter 3 Demand and Supply

3.1 Demand

Suppose, for example, that something happens to increase the quantity of coffee
demanded at each price. Several events could produce such a change: an increase in
incomes, an increase in population, or an increase in the price of tea would each be
likely to increase the quantity of coffee demanded at each price. Any such change
produces a new demand schedule. Figure 3.2 "An Increase in Demand" shows such a
change in the demand schedule for coffee. We see that the quantity of coffee
demanded per month is greater at each price than before. We show that graphically
as a shift in the demand curve. The original curve, labeled Dy, shifts to the right to

Dy. At a price of $6 per pound, for example, the quantity demanded rises from 25
million pounds per month (point A) to 35 million pounds per month (point A”).

Figure 3.2 An Increase in Demand
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An increase in the quantity of a good or service demanded at each price is shown as an increase in demand. Here,
the original demand curve Dy shifts to D2. Point A on D; corresponds to a price of $6 per pound and a quantity

demanded of 25 million pounds of coffee per month. On the new demand curve Dy, the quantity demanded at this

price rises to 35 million pounds of coffee per month (point A”).

Just as demand can increase, it can decrease. In the case of coffee, demand might
fall as a result of events such as a reduction in population, a reduction in the price
of tea, or a change in preferences. For example, a definitive finding that the caffeine
in coffee contributes to heart disease, which is currently being debated in the
scientific community, could change preferences and reduce the demand for coffee.

A reduction in the demand for coffee is illustrated in Figure 3.3 "A Reduction in
Demand". The demand schedule shows that less coffee is demanded at each price

than in Figure 3.1 "A Demand Schedule and a Demand Curve". The result is a shift in
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8. A variable that can change the
quantity of a good or service
demanded at each price.

3.1 Demand

demand from the original curve D; to Ds. The quantity of coffee demanded at a price
of $6 per pound falls from 25 million pounds per month (point A) to 15 million
pounds per month (point A”). Note, again, that a change in quantity demanded,
ceteris paribus, refers to a movement along the demand curve, while a change in
demand refers to a shift in the demand curve.

Figure 3.3 A Reduction in Demand
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A reduction in demand occurs when the quantities of a good or service demanded fall at each price. Here, the
demand schedule shows a lower quantity of coffee demanded at each price than we had in Figure 3.1 "A Demand
Schedule and a Demand Curve". The reduction shifts the demand curve for coffee to D3 from D;. The quantity

demanded at a price of $6 per pound, for example, falls from 25 million pounds per month (point A) to 15 million
pounds of coffee per month (point A”).

A variable that can change the quantity of a good or service demanded at each price
is called a demand shifter®. When these other variables change, the all-other-
things-unchanged conditions behind the original demand curve no longer hold.
Although different goods and services will have different demand shifters, the
demand shifters are likely to include (1) consumer preferences, (2) the prices of
related goods and services, (3) income, (4) demographic characteristics, and (5)
buyer expectations. Next we look at each of these.

Preferences

Changes in preferences of buyers can have important consequences for demand. We
have already seen how Starbucks supposedly increased the demand for coffee.
Another example is reduced demand for cigarettes caused by concern about the
effect of smoking on health. A change in preferences that makes one good or service
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more popular will shift the demand curve to the right. A change that makes it less
popular will shift the demand curve to the left.

Prices of Related Goods and Services

Suppose the price of doughnuts were to fall. Many people who drink coffee enjoy
dunking doughnuts in their coffee; the lower price of doughnuts might therefore
increase the demand for coffee, shifting the demand curve for coffee to the right. A
lower price for tea, however, would be likely to reduce coffee demand, shifting the
demand curve for coffee to the left.

In general, if a reduction in the price of one good increases the demand for another,
the two goods are called complements’. If a reduction in the price of one good
reduces the demand for another, the two goods are called substitutes'. These
definitions hold in reverse as well: two goods are complements if an increase in the
price of one reduces the demand for the other, and they are substitutes if an
increase in the price of one increases the demand for the other. Doughnuts and
coffee are complements; tea and coffee are substitutes.

Complementary goods are goods used in conjunction with one another. Tennis
rackets and tennis balls, eggs and bacon, and stationery and postage stamps are
complementary goods. Substitute goods are goods used instead of one another.
iPODs, for example, are likely to be substitutes for CD players. Breakfast cereal is a
substitute for eggs. A file attachment to an e-mail is a substitute for both a fax
machine and postage stamps.

Complements (coffee and doughnuts)

Reducing the price of one... increases the demand for the other.

' Increasing the price of one... reduces the demand for the other.

Substitutes (coffee and tea)

7%

) ' Increasing the price of one... | increases the demand for the other.
9. Two goods for which an |
increase in price of one reduces
the demand for the other. | Reducing the price of one... | reduces the demand for the other.

10. Two goods for which an
increase in price of one
increases the demand for the
other.
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11. A good for which demand
increases when income
increases.

12. A good for which demand
decreases when income
increases.

3.1 Demand

Income

As incomes rise, people increase their consumption of many goods and services, and
as incomes fall, their consumption of these goods and services falls. For example, an
increase in income is likely to raise the demand for gasoline, ski trips, new cars, and
jewelry. There are, however, goods and services for which consumption falls as
income rises—and rises as income falls. As incomes rise, for example, people tend to
consume more fresh fruit but less canned fruit.

A good for which demand increases when income increases is called a normal
good"'. A good for which demand decreases when income increases is called an
inferior good'?. An increase in income shifts the demand curve for fresh fruit (a
normal good) to the right; it shifts the demand curve for canned fruit (an inferior
good) to the left.

Demographic Characteristics

The number of buyers affects the total quantity of a good or service that will be
bought; in general, the greater the population, the greater the demand. Other
demographic characteristics can affect demand as well. As the share of the
population over age 65 increases, the demand for medical services, ocean cruises,
and motor homes increases. The birth rate in the United States fell sharply between
1955 and 1975 but has gradually increased since then. That increase has raised the
demand for such things as infant supplies, elementary school teachers, soccer
coaches, in-line skates, and college education. Demand can thus shift as a result of
changes in both the number and characteristics of buyers.

Buyer Expectations

The consumption of goods that can be easily stored, or whose consumption can be
postponed, is strongly affected by buyer expectations. The expectation of newer TV
technologies, such as high-definition TV, could slow down sales of regular TVs. If
people expect gasoline prices to rise tomorrow, they will fill up their tanks today to
try to beat the price increase. The same will be true for goods such as automobiles
and washing machines: an expectation of higher prices in the future will lead to
more purchases today. If the price of a good is expected to fall, however, people are
likely to reduce their purchases today and await tomorrow’s lower prices. The
expectation that computer prices will fall, for example, can reduce current demand.
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3.1 Demand

Heads Up!

A reduction An increase
in demand in demand

Price per unit

Quantity per period

It is crucial to distinguish between a change in quantity demanded, which is a
movement along the demand curve caused by a change in price, and a change
in demand, which implies a shift of the demand curve itself. A change in
demand is caused by a change in a demand shifter. An increase in demand is a
shift of the demand curve to the right. A decrease in demand is a shift in the
demand curve to the left. This drawing of a demand curve highlights the
difference.
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KEY TAKEAWAYS

+ The quantity demanded of a good or service is the quantity buyers are
willing and able to buy at a particular price during a particular period,
all other things unchanged.

¢ A demand schedule is a table that shows the quantities of a good or
service demanded at different prices during a particular period, all
other things unchanged.

A demand curve shows graphically the quantities of a good or service
demanded at different prices during a particular period, all other things
unchanged.

« All other things unchanged, the law of demand holds that, for virtually
all goods and services, a higher price induces a reduction in quantity
demanded and a lower price induces an increase in quantity demanded.

« A change in the price of a good or service causes a change in the
quantity demanded—a movement along the demand curve.

¢ A change in a demand shifter causes a change in demand, which is
shown as a shift of the demand curve. Demand shifters include
preferences, the prices of related goods and services, income,
demographic characteristics, and buyer expectations.

« Two goods are substitutes if an increase in the price of one causes an
increase in the demand for the other. Two goods are complements if an
increase in the price of one causes a decrease in the demand for the
other.

A good is a normal good if an increase in income causes an increase in
demand. A good is an inferior good if an increase in income causes a
decrease in demand.
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3.1 Demand

TRY IT!

All other things unchanged, what happens to the demand curve for DVD
rentals if there is (a) an increase in the price of movie theater tickets, (b) a
decrease in family income, or (c) an increase in the price of DVD rentals? In
answering this and other “Try It!” problems in this chapter, draw and
carefully label a set of axes. On the horizontal axis of your graph, show the
quantity of DVD rentals. It is necessary to specify the time period to which
your quantity pertains (e.g., “per period,” “per week,” or “per year”). On the
vertical axis show the price per DVD rental. Since you do not have specific
data on prices and quantities demanded, make a “free-hand” drawing of the
curve or curves you are asked to examine. Focus on the general shape and
position of the curve(s) before and after events occur. Draw new curve(s) to
show what happens in each of the circumstances given. The curves could
shift to the left or to the right, or stay where they are.
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Case in Point: Solving Campus Parking Problems Without
Adding More Parking Spaces

© 2010 Jupiterimages Corporation

Unless you attend a “virtual” campus, chances are you have engaged in more
than one conversation about how hard it is to find a place to park on campus.
Indeed, according to Clark Kerr, a former president of the University of
California system, a university is best understood as a group of people “held
together by a common grievance over parking.”

Clearly, the demand for campus parking spaces has grown substantially over
the past few decades. In surveys conducted by Daniel Kenney, Ricardo Dumont,
and Ginger Kenney, who work for the campus design company Sasaki and
Associates, it was found that 7 out of 10 students own their own cars. They have
interviewed “many students who confessed to driving from their dormitories to
classes that were a five-minute walk away,” and they argue that the
deterioration of college environments is largely attributable to the increased
use of cars on campus and that colleges could better service their missions by
not adding more parking spaces.

Since few universities charge enough for parking to even cover the cost of
building and maintaining parking lots, the rest is paid for by all students as part
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of tuition. Their research shows that “for every 1,000 parking spaces, the
median institution loses almost $400,000 a year for surface parking, and more
than $1,200,000 for structural parking.” Fear of a backlash from students and
their parents, as well as from faculty and staff, seems to explain why campus
administrators do not simply raise the price of parking on campus.

While Kenney and his colleagues do advocate raising parking fees, if not all at
once then over time, they also suggest some subtler, and perhaps politically
more palatable, measures—in particular, shifting the demand for parking
spaces to the left by lowering the prices of substitutes.

Two examples they noted were at the University of Washington and the
University of Colorado at Boulder. At the University of Washington, car poolers
may park for free. This innovation has reduced purchases of single-occupancy
parking permits by 32% over a decade. According to University of Washington
assistant director of transportation services Peter Dewey, “Without vigorously
managing our parking and providing commuter alternatives, the university
would have been faced with adding approximately 3,600 parking spaces, at a
cost of over $100 million...The university has created opportunities to make
capital investments in buildings supporting education instead of structures for
cars.” At the University of Colorado, free public transit has increased use of
buses and light rail from 300,000 to 2 million trips per year over the last decade.
The increased use of mass transit has allowed the university to avoid
constructing nearly 2,000 parking spaces, which has saved about $3.6 million
annually.

Sources: Daniel R. Kenney, “How to Solve Campus Parking Problems Without
Adding More Parking,” The Chronicle of Higher Education, March 26, 2004, Section
B, pp. B22-B23.
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ANSWER TO TRY IT! PROBLEM

Since going to the movies is a substitute for watching a DVD at home, an
increase in the price of going to the movies should cause more people to
switch from going to the movies to staying at home and renting DVDs. Thus,
the demand curve for DVD rentals will shift to the right when the price of
movie theater tickets increases [Panel (a)].

A decrease in family income will cause the demand curve to shift to the left
if DVD rentals are a normal good but to the right if DVD rentals are an
inferior good. The latter may be the case for some families, since staying at
home and watching DVDs is a cheaper form of entertainment than taking
the family to the movies. For most others, however, DVD rentals are
probably a normal good [Panel (b)].

An increase in the price of DVD rentals does not shift the demand curve for
DVD rentals at all; rather, an increase in price, say from P to Py, is a
movement upward to the left along the demand curve. At a higher price,
people will rent fewer DVDs, say Q2 instead of Qi, ceteris paribus [Panel (c)].

Panel (a) Panel (b) Panel ()

Price per DVD rental

Price per DVD rental

Price per DVD rental

Price per DVD rental
2

Q; Q
Quantity of DVD Quantity of DVD Quantity of DVD 2 . 1
rentals per period rentals per period rentals per period Quantity of DYD
(normal good) (inferior good) rentals per period
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3.2 Supply

13. The quantity sellers are willing
to sell of a good or service at a
particular price during a
particular period, all other
things unchanged.

LEARNING OBJECTIVES

1. Define the quantity supplied of a good or service and illustrate it using a
supply schedule and a supply curve.

2. Distinguish between the following pairs of concepts: supply and quantity
supplied, supply schedule and supply curve, movement along and shift
in a supply curve.

3. Identify supply shifters and determine whether a change in a supply
shifter causes the supply curve to shift to the right or to the left.

What determines the quantity of a good or service sellers are willing to offer for
sale? Price is one factor; ceteris paribus, a higher price is likely to induce sellers to
offer a greater quantity of a good or service. Production cost is another
determinant of supply. Variables that affect production cost include the prices of
factors used to produce the good or service, returns from alternative activities,
technology, the expectations of sellers, and natural events such as weather changes.
Still another factor affecting the quantity of a good that will be offered for sale is
the number of sellers—the greater the number of sellers of a particular good or
service, the greater will be the quantity offered at any price per time period.

Price and the Supply Curve

The quantity supplied"’ of a good or service is the quantity sellers are willing to
sell at a particular price during a particular period, all other things unchanged.
Ceteris paribus, the receipt of a higher price increases profits and induces sellers to
increase the quantity they supply.

In general, when there are many sellers of a good, an increase in price results in an
increase in quantity supplied, and this relationship is often referred to as the law of
supply. We will see, though, through our exploration of microeconomics, that there
are a number of exceptions to this relationship. There are cases in which a higher
price will not induce an increase in quantity supplied. Goods that cannot be
produced, such as additional land on the corner of Park Avenue and 56th Street in
Manbhattan, are fixed in supply—a higher price cannot induce an increase in the
quantity supplied. There are even cases, which we investigate in microeconomic
analysis, in which a higher price induces a reduction in the quantity supplied.
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14. A table that shows quantities
supplied at different prices
during a particular period, all
other things unchanged.

15. A graphical representation of a
supply schedule.

3.2 Supply

Generally speaking, however, when there are many sellers of a good, an increase in
price results in a greater quantity supplied. The relationship between price and
quantity supplied is suggested in a supply schedule'®, a table that shows quantities
supplied at different prices during a particular period, all other things unchanged.
Figure 3.4 "A Supply Schedule and a Supply Curve" gives a supply schedule for the
quantities of coffee that will be supplied per month at various prices, ceteris
paribus. At a price of $4 per pound, for example, producers are willing to supply 15
million pounds of coffee per month. A higher price, say $6 per pound, induces
sellers to supply a greater quantity—25 million pounds of coffee per month.

Figure 3.4 A Supply Schedule and a Supply Curve

Price per

BEOR 4| 56| 7| 8|09
Quantity supplied per 151201 251 30 35 | 40
month (millions of pounds)

$9

8

Price per pound

0 =) 10 15 20 25 30 35 40 45
Quantity (millions of pounds of coffee per month)

The supply schedule shows the quantity of coffee that will be supplied in the United States each month at particular
prices, all other things unchanged. The same information is given graphically in the supply curve. The values given
here suggest a positive relationship between price and quantity supplied.

A supply curve' is a graphical representation of a supply schedule. It shows the
relationship between price and quantity supplied during a particular period, all
other things unchanged. Because the relationship between price and quantity
supplied is generally positive, supply curves are generally upward sloping. The
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16. Movement along the supply
curve caused by a change in
price.

17. A shift in the supply curve.

3.2 Supply

supply curve for coffee in Figure 3.4 "A Supply Schedule and a Supply Curve" shows
graphically the values given in the supply schedule.

A change in price causes a movement along the supply curve; such a movement is
called a change in quantity supplied'’. As is the case with a change in quantity
demanded, a change in quantity supplied does not shift the supply curve. By
definition, it is a movement along the supply curve. For example, if the price rises
from $6 per pound to $7 per pound, the quantity supplied rises from 25 million
pounds per month to 30 million pounds per month. That’s a movement from point
A to point B along the supply curve in Figure 3.4 "A Supply Schedule and a Supply
Curve".

Changes in Supply

When we draw a supply curve, we assume that other variables that affect the
willingness of sellers to supply a good or service are unchanged. It follows that a
change in any of those variables will cause a change in supply'’, which is a shift in
the supply curve. A change that increases the quantity of a good or service supplied
at each price shifts the supply curve to the right. Suppose, for example, that the
price of fertilizer falls. That will reduce the cost of producing coffee and thus
increase the quantity of coffee producers will offer for sale at each price. The supply
schedule in Figure 3.5 "An Increase in Supply" shows an increase in the quantity of
coffee supplied at each price. We show that increase graphically as a shift in the
supply curve from S; to S. We see that the quantity supplied at each price increases

by 10 million pounds of coffee per month. At point A on the original supply curve
S1, for example, 25 million pounds of coffee per month are supplied at a price of $6

per pound. After the increase in supply, 35 million pounds per month are supplied
at the same price (point A’ on curve Sy).
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3.2 Supply

Figure 3.5 An Increase in Supply

Old New
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If there is a change in supply that increases the quantity supplied at each price, as is the case in the supply schedule
here, the supply curve shifts to the right. At a price of $6 per pound, for example, the quantity supplied rises from
the previous level of 25 million pounds per month on supply curve S; (point A) to 35 million pounds per month on

supply curve Sy (point A’).

An event that reduces the quantity supplied at each price shifts the supply curve to
the left. An increase in production costs and excessive rain that reduces the yields
from coffee plants are examples of events that might reduce supply. Figure 3.6 "A
Reduction in Supply" shows a reduction in the supply of coffee. We see in the

supply schedule that the quantity of coffee supplied falls by 10 million pounds of
coffee per month at each price. The supply curve thus shifts from $; to Ss.

Figure 3.6 A Reduction in Supply
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Price supplied supplied
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111



Chapter 3 Demand and Supply

18. A variable that can change the
quantity of a good or service
supplied at each price.

3.2 Supply

A change in supply that reduces the quantity supplied at each price shifts the supply curve to the left. At a price of
$6 per pound, for example, the original quantity supplied was 25 million pounds of coffee per month (point A). With
a new supply curve Ss, the quantity supplied at that price falls to 15 million pounds of coffee per month (point A”).

A variable that can change the quantity of a good or service supplied at each price is
called a supply shifter'®. Supply shifters include (1) prices of factors of production,
(2) returns from alternative activities, (3) technology, (4) seller expectations, (5)
natural events, and (6) the number of sellers. When these other variables change,
the all-other-things-unchanged conditions behind the original supply curve no
longer hold. Let us look at each of the supply shifters.

Prices of Factors of Production

A change in the price of labor or some other factor of production will change the
cost of producing any given quantity of the good or service. This change in the cost
of production will change the quantity that suppliers are willing to offer at any
price. An increase in factor prices should decrease the quantity suppliers will offer
at any price, shifting the supply curve to the left. A reduction in factor prices
increases the quantity suppliers will offer at any price, shifting the supply curve to
the right.

Suppose coffee growers must pay a higher wage to the workers they hire to harvest
coffee or must pay more for fertilizer. Such increases in production cost will cause
them to produce a smaller quantity at each price, shifting the supply curve for
coffee to the left. A reduction in any of these costs increases supply, shifting the
supply curve to the right.

Returns from Alternative Activities

To produce one good or service means forgoing the production of another. The
concept of opportunity cost in economics suggests that the value of the activity
forgone is the opportunity cost of the activity chosen; this cost should affect supply.
For example, one opportunity cost of producing eggs is not selling chickens. An
increase in the price people are willing to pay for fresh chicken would make it more
profitable to sell chickens and would thus increase the opportunity cost of
producing eggs. It would shift the supply curve for eggs to the left, reflecting a
decrease in supply.
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3.2 Supply

Technology

A change in technology alters the combinations of inputs or the types of inputs
required in the production process. An improvement in technology usually means
that fewer and/or less costly inputs are needed. If the cost of production is lower,
the profits available at a given price will increase, and producers will produce more.
With more produced at every price, the supply curve will shift to the right, meaning
an increase in supply.

Impressive technological changes have occurred in the computer industry in recent
years. Computers are much smaller and are far more powerful than they were only
a few years ago—and they are much cheaper to produce. The result has been a huge
increase in the supply of computers, shifting the supply curve to the right.

While we usually think of technology as enhancing production, declines in
production due to problems in technology are also possible. Outlawing the use of
certain equipment without pollution-control devices has increased the cost of
production for many goods and services, thereby reducing profits available at any
price and shifting these supply curves to the left.

Seller Expectations

All supply curves are based in part on seller expectations about future market
conditions. Many decisions about production and selling are typically made long
before a product is ready for sale. Those decisions necessarily depend on
expectations. Changes in seller expectations can have important effects on price
and quantity.

Consider, for example, the owners of oil deposits. Oil pumped out of the ground and
used today will be unavailable in the future. If a change in the international
political climate leads many owners to expect that oil prices will rise in the future,
they may decide to leave their oil in the ground, planning to sell it later when the
price is higher. Thus, there will be a decrease in supply; the supply curve for oil will
shift to the left.

Natural Events

Storms, insect infestations, and drought affect agricultural production and thus the
supply of agricultural goods. If something destroys a substantial part of an
agricultural crop, the supply curve will shift to the left. The terrible cyclone that
killed more than 50,000 people in Myanmar in 2008 also destroyed some of the
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country’s prime rice growing land. That shifted the supply curve for rice to the left.
If there is an unusually good harvest, the supply curve will shift to the right.

The Number of Sellers

The supply curve for an industry, such as coffee, includes all the sellers in the
industry. A change in the number of sellers in an industry changes the quantity
available at each price and thus changes supply. An increase in the number of
sellers supplying a good or service shifts the supply curve to the right; a reduction
in the number of sellers shifts the supply curve to the left.

The market for cellular phone service has been affected by an increase in the
number of firms offering the service. Over the past decade, new cellular phone
companies emerged, shifting the supply curve for cellular phone service to the
right.
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Heads Up!

There are two special things to note about supply curves. The first is similar to
the Heads Up! on demand curves: it is important to distinguish carefully
between changes in supply and changes in quantity supplied. A change in
supply results from a change in a supply shifter and implies a shift of the supply
curve to the right or left. A change in price produces a change in quantity
supplied and induces a movement along the supply curve. A change in price
does not shift the supply curve.

The second caution relates to the interpretation of increases and decreases in
supply. Notice that in Figure 3.5 "An Increase in Supply" an increase in supply
is shown as a shift of the supply curve to the right; the curve shifts in the
direction of increasing quantity with respect to the horizontal axis. In Figure
3.6 "A Reduction in Supply" a reduction in supply is shown as a shift of the
supply curve to the left; the curve shifts in the direction of decreasing quantity
with respect to the horizontal axis.

Because the supply curve is upward sloping, a shift to the right produces a new
curve that in a sense lies “below” the original curve. It is easy to make the
mistake of thinking of such a shift as a shift “down” and therefore as a
reduction in supply. Similarly, it is easy to make the mistake of showing an
increase in supply with a new curve that lies “above” the original curve. But
that is a reduction in supply!

To avoid such errors, focus on the fact that an increase in supply is an increase
in the quantity supplied at each price and shifts the supply curve in the
direction of increased quantity on the horizontal axis. Similarly, a reduction in
supply is a reduction in the quantity supplied at each price and shifts the
supply curve in the direction of a lower quantity on the horizontal axis.
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3.2 Supply

Price per unit

Quantity per period

KEY TAKEAWAYS

The quantity supplied of a good or service is the quantity sellers are
willing to sell at a particular price during a particular period, all other
things unchanged.

A supply schedule shows the quantities supplied at different prices
during a particular period, all other things unchanged. A supply curve
shows this same information graphically.

A change in the price of a good or service causes a change in the
quantity supplied—a movement along the supply curve.

A change in a supply shifter causes a change in supply, which is shown
as a shift of the supply curve. Supply shifters include prices of factors of
production, returns from alternative activities, technology, seller
expectations, natural events, and the number of sellers.

An increase in supply is shown as a shift to the right of a supply curve; a
decrease in supply is shown as a shift to the left.

TRY IT!

If all other things are unchanged, what happens to the supply curve for DVD
rentals if there is (a) an increase in wages paid to DVD rental store clerks, (b)
an increase in the price of DVD rentals, or (c) an increase in the number of
DVD rental stores? Draw a graph that shows what happens to the supply
curve in each circumstance. The supply curve can shift to the left or to the
right, or stay where it is. Remember to label the axes and curves, and
remember to specify the time period (e.g., “DVDs rented per week”).
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Case in Point: The Monks of St. Benedict’s Get Out of the
Egg Business

© 2010 Jupiterimages Corporation

It was cookies that lured the monks of St. Benedict’s out of the egg business,
and now private retreat sponsorship is luring them away from cookies.

St. Benedict’s is a Benedictine monastery, nestled on a ranch high in the
Colorado Rockies, about 20 miles down the road from Aspen. The monastery’s
20 monks operate the ranch to support themselves and to provide help for poor
people in the area. They lease out about 3,500 acres of their land to cattle and
sheep grazers, produce cookies, and sponsor private retreats. They used to
produce eggs.

Attracted by potential profits and the peaceful nature of the work, the monks
went into the egg business in 1967. They had 10,000 chickens producing their
Monastery Eggs brand. For a while, business was good. Very good. Then, in the
late 1970s, the price of chicken feed started to rise rapidly.
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“When we started in the business, we were paying $60 to $80 a ton for
feed—delivered,” recalls the monastery’s abbot, Father Joseph Boyle. “By the
late 1970s, our cost had more than doubled. We were paying $160 to $200 a ton.
That really hurt, because feed represents a large part of the cost of producing

eggs.”

The monks adjusted to the blow. “When grain prices were lower, we’d pull a
hen off for a few weeks to molt, then return her to laying. After grain prices
went up, it was 12 months of laying and into the soup pot,” Fr. Joseph says.

Grain prices continued to rise in the 1980s and increased the costs of
production for all egg producers. It caused the supply of eggs to fall. Demand
fell at the same time, as Americans worried about the cholesterol in eggs. Times
got tougher in the egg business.

“We were still making money in the financial sense,” Fr. Joseph says. “But we
tried an experiment in 1985 producing cookies, and it was a success. We finally
decided that devoting our time and energy to the cookies would pay off better
than the egg business, so we quit the egg business in 1986.”

The mail-order cookie business was good to the monks. They sold 200,000
ounces of Monastery Cookies in 1987.

By 1998, however, they had limited their production of cookies, selling only
locally and to gift shops. Since 2000, they have switched to “providing private
retreats for individuals and groups—about 40 people per month,” according to
Fr. Micah Schonberger.

The monks’ calculation of their opportunity costs revealed that they would
earn a higher return through sponsorship of private retreats than in either
cookies or eggs. This projection has proved correct.

And there is another advantage as well.

“The chickens didn’t stop laying eggs on Sunday,” Fr. Joseph chuckles. “When
we shifted to cookies we could take Sundays off. We weren’t hemmed in the
way we were with the chickens.” The move to providing retreats is even better

3.2 Supply 118



Chapter 3 Demand and Supply

3.2 Supply

in this regard. Since guests provide their own meals, most of the monastery’s
effort goes into planning and scheduling, which frees up even more of their
time for other worldly as well as spiritual pursuits.

Source: Personal interviews and the monastery’s website at
http://www.snowmass.org.

ANSWER TO TRY IT! PROBLEM

DVD rental store clerks are a factor of production in the DVD rental market.
An increase in their wages raises the cost of production, thereby causing the
supply curve of DVD rentals to shift to the left [Panel (a)]. (Caution: It is
possible that you thought of the wage increase as an increase in income, a
demand shifter, that would lead to an increase in demand, but this would be
incorrect. The question refers only to wages of DVD rental store clerks. They
may rent some DVD, but their impact on total demand would be negligible.
Besides, we have no information on what has happened overall to incomes
of people who rent DVDs. We do know, however, that the cost of a factor of
production, which is a supply shifter, increased.)

An increase in the price of DVD rentals does not shift the supply curve at all;
rather, it corresponds to a movement upward to the right along the supply
curve. At a higher price of P, instead of Pj, a greater quantity of DVD rentals,
say Q instead of Qi, will be supplied [Panel (b)].

An increase in the number of stores renting DVDs will cause the supply
curve to shift to the right [Panel (c)].

Panel (a) Panel (b) Panel (c)

S5 / 5i B S /s,
2.

P~

Price per DVD rental
Price per DVD rental
Price per DVD rental

Quantity of DVD
rentals per period

Quantity of DVD

Quantity of DVD rentals per period

rentals per period
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3.3 Demand, Supply, and Equilibrium

LEARNING OBJECTIVES

1. Use demand and supply to explain how equilibrium price and quantity
are determined in a market.

2. Understand the concepts of surpluses and shortages and the pressures
on price they generate.

3. Explain the impact of a change in demand or supply on equilibrium
price and quantity.

4. Explain how the circular flow model provides an overview of demand
and supply in product and factor markets and how the model suggests
ways in which these markets are linked.

In this section we combine the demand and supply curves we have just studied into
a new model. The model of demand and supply'® uses demand and supply curves
to explain the determination of price and quantity in a market.

The Determination of Price and Quantity

The logic of the model of demand and supply is simple. The demand curve shows
the quantities of a particular good or service that buyers will be willing and able to
purchase at each price during a specified period. The supply curve shows the
quantities that sellers will offer for sale at each price during that same period. By
putting the two curves together, we should be able to find a price at which the
quantity buyers are willing and able to purchase equals the quantity sellers will
offer for sale.

Figure 3.7 "The Determination of Equilibrium Price and Quantity" combines the
demand and supply data introduced in Figure 3.1 "A Demand Schedule and a

19. Model that uses demand and Demand Curve" and Figure 3.4 "A Supply Schedule and a Supply Curve" Notice that
supply curves to explain the the two curves intersect at a price of $6 per pound—at this price the quantities
determination of price and demanded and supplied are equal. Buyers want to purchase, and sellers are willing
quantity in a market. 1. -

to offer for sale, 25 million pounds of coffee per month. The market for coffee is in

20. The price at which quantity equilibrium. Unless the demand or supply curve shifts, there will be no tendency
demanded equals quantity for price to change. The equilibrium price”® in any market is the price at which
supplied. . . . el ..

quantity demanded equals quantity supplied. The equilibrium price in the market

21. The quantity demanded and for coffee is thus $6 per pound. The equilibrium quantity® is the quantity
supplied at the equilibrium demanded and supplied at the equilibrium price. At a price above the equilibrium,
price.
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there is a natural tendency for the price to fall. At a price below the equilibrium,
there is a tendency for the price to rise.

Figure 3.7 The Determination of Equilibrium Price and Quantity
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Quantity (millions of pounds of coffee per month)

When we combine the demand and supply curves for a good in a single graph, the point at which they intersect
identifies the equilibrium price and equilibrium quantity. Here, the equilibrium price is $6 per pound. Consumers
demand, and suppliers supply, 25 million pounds of coffee per month at this price.

With an upward-sloping supply curve and a downward-sloping demand curve, there
is only a single price at which the two curves intersect. This means there is only one
price at which equilibrium is achieved. It follows that at any price other than the
equilibrium price, the market will not be in equilibrium. We next examine what
happens at prices other than the equilibrium price.

Surpluses

Figure 3.8 "A Surplus in the Market for Coffee" shows the same demand and supply
curves we have just examined, but this time the initial price is $8 per pound of
coffee. Because we no longer have a balance between quantity demanded and
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22. The amount by which the
quantity supplied exceeds the
quantity demanded at the
current price.

3.3 Demand, Supply, and Equilibrium

quantity supplied, this price is not the equilibrium price. At a price of $8, we read
over to the demand curve to determine the quantity of coffee consumers will be
willing to buy—15 million pounds per month. The supply curve tells us what sellers
will offer for sale—35 million pounds per month. The difference, 20 million pounds
of coffee per month, is called a surplus. More generally, a surplus® is the amount
by which the quantity supplied exceeds the quantity demanded at the current price.
There is, of course, no surplus at the equilibrium price; a surplus occurs only if the
current price exceeds the equilibrium price.

Figure 3.8 A Surplus in the Market for Coffee

When the price exceeds
equilibrium, there will be
a surplus and the price
will tend to fall.
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At a price of $8, the quantity supplied is 35 million pounds of coffee per month and the quantity demanded is 15
million pounds per month; there is a surplus of 20 million pounds of coffee per month. Given a surplus, the price will
fall quickly toward the equilibrium level of $6.

A surplus in the market for coffee will not last long. With unsold coffee on the
market, sellers will begin to reduce their prices to clear out unsold coffee. As the
price of coffee begins to fall, the quantity of coffee supplied begins to decline. At the
same time, the quantity of coffee demanded begins to rise. Remember that the
reduction in quantity supplied is a movement along the supply curve—the curve
itself does not shift in response to a reduction in price. Similarly, the increase in
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23. The amount by which the
quantity demanded exceeds
the quantity supplied at the
current price.

quantity demanded is a movement along the demand curve—the demand curve does
not shift in response to a reduction in price. Price will continue to fall until it
reaches its equilibrium level, at which the demand and supply curves intersect. At
that point, there will be no tendency for price to fall further. In general, surpluses
in the marketplace are short-lived. The prices of most goods and services adjust
quickly, eliminating the surplus. Later on, we will discuss some markets in which
adjustment of price to equilibrium may occur only very slowly or not at all.

Shortages

Just as a price above the equilibrium price will cause a surplus, a price below
equilibrium will cause a shortage. A shortage® is the amount by which the quantity
demanded exceeds the quantity supplied at the current price.

Figure 3.9 "A Shortage in the Market for Coffee" shows a shortage in the market for
coffee. Suppose the price is $4 per pound. At that price, 15 million pounds of coffee
would be supplied per month, and 35 million pounds would be demanded per
month. When more coffee is demanded than supplied, there is a shortage.

Figure 3.9 A Shortage in the Market for Coffee
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At a price of $4 per pound, the quantity of coffee demanded is 35 million pounds per month and the quantity
supplied is 15 million pounds per month. The result is a shortage of 20 million pounds of coffee per month.

In the face of a shortage, sellers are likely to begin to raise their prices. As the price
rises, there will be an increase in the quantity supplied (but not a change in supply)
and a reduction in the quantity demanded (but not a change in demand) until the
equilibrium price is achieved.

Shifts in Demand and Supply

Figure 3.10 Changes in Demand and Supply

Panel (a) Panel (b)
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A change in demand or in supply changes the equilibrium solution in the model. Panels (a) and (b) show an increase
and a decrease in demand, respectively; Panels (c) and (d) show an increase and a decrease in supply, respectively.

A change in one of the variables (shifters) held constant in any model of demand
and supply will create a change in demand or supply. A shift in a demand or supply
curve changes the equilibrium price and equilibrium quantity for a good or service.
Figure 3.10 "Changes in Demand and Supply" combines the information about
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changes in the demand and supply of coffee presented in Figure 3.2 "An Increase in
Demand", Figure 3.3 "A Reduction in Demand", Figure 3.5 "An Increase in Supply",
and Figure 3.6 "A Reduction in Supply" In each case, the original equilibrium price
is $6 per pound, and the corresponding equilibrium quantity is 25 million pounds of
coffee per month. Figure 3.10 "Changes in Demand and Supply" shows what
happens with an increase in demand, a reduction in demand, an increase in supply,
and a reduction in supply. We then look at what happens if both curves shift
simultaneously. Each of these possibilities is discussed in turn below.

An Increase in Demand

An increase in demand for coffee shifts the demand curve to the right, as shown in
Panel (a) of Figure 3.10 "Changes in Demand and Supply". The equilibrium price
rises to $7 per pound. As the price rises to the new equilibrium level, the quantity
supplied increases to 30 million pounds of coffee per month. Notice that the supply
curve does not shift; rather, there is a movement along the supply curve.

Demand shifters that could cause an increase in demand include a shift in
preferences that leads to greater coffee consumption; a lower price for a
complement to coffee, such as doughnuts; a higher price for a substitute for coffee,
such as tea; an increase in income; and an increase in population. A change in buyer
expectations, perhaps due to predictions of bad weather lowering expected yields
on coffee plants and increasing future coffee prices, could also increase current
demand.

A Decrease in Demand

Panel (b) of Figure 3.10 "Changes in Demand and Supply" shows that a decrease in
demand shifts the demand curve to the left. The equilibrium price falls to $5 per

pound. As the price falls to the new equilibrium level, the quantity supplied
decreases to 20 million pounds of coffee per month.

Demand shifters that could reduce the demand for coffee include a shift in
preferences that makes people want to consume less coffee; an increase in the price
of a complement, such as doughnuts; a reduction in the price of a substitute, such as
tea; a reduction in income; a reduction in population; and a change in buyer
expectations that leads people to expect lower prices for coffee in the future.

An Increase in Supply

An increase in the supply of coffee shifts the supply curve to the right, as shown in
Panel (c) of Figure 3.10 "Changes in Demand and Supply". The equilibrium price
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falls to $5 per pound. As the price falls to the new equilibrium level, the quantity of
coffee demanded increases to 30 million pounds of coffee per month. Notice that
the demand curve does not shift; rather, there is movement along the demand
curve.

Possible supply shifters that could increase supply include a reduction in the price
of an input such as labor, a decline in the returns available from alternative uses of
the inputs that produce coffee, an improvement in the technology of coffee
production, good weather, and an increase in the number of coffee-producing
firms.

A Decrease in Supply

Panel (d) of Figure 3.10 "Changes in Demand and Supply" shows that a decrease in
supply shifts the supply curve to the left. The equilibrium price rises to $7 per
pound. As the price rises to the new equilibrium level, the quantity demanded
decreases to 20 million pounds of coffee per month.

Possible supply shifters that could reduce supply include an increase in the prices of
inputs used in the production of coffee, an increase in the returns available from
alternative uses of these inputs, a decline in production because of problems in
technology (perhaps caused by a restriction on pesticides used to protect coffee
beans), a reduction in the number of coffee-producing firms, or a natural event,
such as excessive rain.
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Heads Up!
1. Set up the graph 2. Shift the curve 3. Troubleshoot
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You are likely to be given problems in which you will have to shift a demand or
supply curve.

Suppose you are told that an invasion of pod-crunching insects has gobbled up
half the crop of fresh peas, and you are asked to use demand and supply
analysis to predict what will happen to the price and quantity of peas
demanded and supplied. Here are some suggestions.

Put the quantity of the good you are asked to analyze on the horizontal axis and
its price on the vertical axis. Draw a downward-sloping line for demand and an
upward-sloping line for supply. The initial equilibrium price is determined by
the intersection of the two curves. Label the equilibrium solution. You may find
it helpful to use a number for the equilibrium price instead of the letter “P.”
Pick a price that seems plausible, say, 79¢ per pound. Do not worry about the
precise positions of the demand and supply curves; you cannot be expected to
know what they are.

Step 2 can be the most difficult step; the problem is to decide which curve to
shift. The key is to remember the difference between a change in demand or
supply and a change in quantity demanded or supplied. At each price, ask
yourself whether the given event would change the quantity demanded. Would
the fact that a bug has attacked the pea crop change the quantity demanded at
a price of, say, 79¢ per pound? Clearly not; none of the demand shifters have
changed. The event would, however, reduce the quantity supplied at this price,
and the supply curve would shift to the left. There is a change in supply and a
reduction in the quantity demanded. There is no change in demand.
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Next check to see whether the result you have obtained makes sense. The graph
in Step 2 makes sense; it shows price rising and quantity demanded falling.

It is easy to make a mistake such as the one shown in the third figure of this
Heads Up! One might, for example, reason that when fewer peas are available,
fewer will be demanded, and therefore the demand curve will shift to the left.
This suggests the price of peas will fall—but that does not make sense. If only
half as many fresh peas were available, their price would surely rise. The error
here lies in confusing a change in quantity demanded with a change in demand.
Yes, buyers will end up buying fewer peas. But no, they will not demand fewer
peas at each price than before; the demand curve does not shift.

Simultaneous Shifts

As we have seen, when either the demand or the supply curve shifts, the results are
unambiguous; that is, we know what will happen to both equilibrium price and
equilibrium quantity, so long as we know whether demand or supply increased or
decreased. However, in practice, several events may occur at around the same time
that cause both the demand and supply curves to shift. To figure out what happens
to equilibrium price and equilibrium quantity, we must know not only in which
direction the demand and supply curves have shifted but also the relative amount
by which each curve shifts. Of course, the demand and supply curves could shift in
the same direction or in opposite directions, depending on the specific events
causing them to shift.

For example, all three panels of Figure 3.11 "Simultaneous Decreases in Demand
and Supply" show a decrease in demand for coffee (caused perhaps by a decrease in
the price of a substitute good, such as tea) and a simultaneous decrease in the
supply of coffee (caused perhaps by bad weather). Since reductions in demand and
supply, considered separately, each cause the equilibrium quantity to fall, the
impact of both curves shifting simultaneously to the left means that the new
equilibrium quantity of coffee is less than the old equilibrium quantity. The effect
on the equilibrium price, though, is ambiguous. Whether the equilibrium price is
higher, lower, or unchanged depends on the extent to which each curve shifts.
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Figure 3.11 Simultaneous Decreases in Demand and Supply
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Both the demand and the supply of coffee decrease. Since decreases in demand and supply, considered separately,
each cause equilibrium quantity to fall, the impact of both decreasing simultaneously means that a new equilibrium
quantity of coffee must be less than the old equilibrium quantity. In Panel (a), the demand curve shifts farther to the
left than does the supply curve, so equilibrium price falls. In Panel (b), the supply curve shifts farther to the left
than does the demand curve, so the equilibrium price rises. In Panel (c), both curves shift to the left by the same
amount, so equilibrium price stays the same.

If the demand curve shifts farther to the left than does the supply curve, as shown
in Panel (a) of Figure 3.11 "Simultaneous Decreases in Demand and Supply", then
the equilibrium price will be lower than it was before the curves shifted. In this case
the new equilibrium price falls from $6 per pound to $5 per pound. If the shift to
the left of the supply curve is greater than that of the demand curve, the
equilibrium price will be higher than it was before, as shown in Panel (b). In this
case, the new equilibrium price rises to $7 per pound. In Panel (c), since both curves
shift to the left by the same amount, equilibrium price does not change; it remains
$6 per pound.

Regardless of the scenario, changes in equilibrium price and equilibrium quantity
resulting from two different events need to be considered separately. If both events
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cause equilibrium price or quantity to move in the same direction, then clearly
price or quantity can be expected to move in that direction. If one event causes
price or quantity to rise while the other causes it to fall, the extent by which each
curve shifts is critical to figuring out what happens. Figure 3.12 "Simultaneous
Shifts in Demand and Supply" summarizes what may happen to equilibrium price
and quantity when demand and supply both shift.

Figure 3.12 Simultaneous Shifts in Demand and Supply

Shift in supply
Decrease in supply Increase in supply

Equilibrium quantity l Equilibrium quantity ?
Equilibrium price t

Equilibrium price ? Equilibrium price 1
Equilibrium price ?

Equilibrium quantity ? Equilibrium quantity I

Shift in demand
Increase in demand Decrease in demand

If simultaneous shifts in demand and supply cause equilibrium price or quantity to move in the same direction, then
equilibrium price or quantity clearly moves in that direction. If the shift in one of the curves causes equilibrium
price or quantity to rise while the shift in the other curve causes equilibrium price or quantity to fall, then the
relative amount by which each curve shifts is critical to figuring out what happens to that variable.

As demand and supply curves shift, prices adjust to maintain a balance between the
quantity of a good demanded and the quantity supplied. If prices did not adjust, this
balance could not be maintained.

Notice that the demand and supply curves that we have examined in this chapter
have all been drawn as linear. This simplification of the real world makes the
graphs a bit easier to read without sacrificing the essential point: whether the
curves are linear or nonlinear, demand curves are downward sloping and supply
curves are generally upward sloping. As circumstances that shift the demand curve
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24. Model that provides a look at
how markets work and how
they are related to each other.

or the supply curve change, we can analyze what will happen to price and what will
happen to quantity.

An Overview of Demand and Supply: The Circular Flow Model

Implicit in the concepts of demand and supply is a constant interaction and
adjustment that economists illustrate with the circular flow model. The circular
flow model** provides a look at how markets work and how they are related to
each other. It shows flows of spending and income through the economy.

A great deal of economic activity can be thought of as a process of exchange
between households and firms. Firms supply goods and services to households.
Households buy these goods and services from firms. Households supply factors of
production—labor, capital, and natural resources—that firms require. The payments
firms make in exchange for these factors represent the incomes households earn.

The flow of goods and services, factors of production, and the payments they
generate is illustrated in Figure 3.13 "The Circular Flow of Economic Activity". This
circular flow model of the economy shows the interaction of households and firms
as they exchange goods and services and factors of production. For simplicity, the
model here shows only the private domestic economy; it omits the government and
foreign sectors.
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25. Markets in which firms supply
goods and services demanded
by households.

26. Markets in which households
supply factors of
production—labor, capital, and
natural resources—demanded
by firms.

3.3 Demand, Supply, and Equilibrium

Figure 3.13 The Circular Flow of Economic Activity
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This simplified circular flow model shows flows of spending between households and firms through product and
factor markets. The inner arrows show goods and services flowing from firms to households and factors of
production flowing from households to firms. The outer flows show the payments for goods, services, and factors of
production. These flows, in turn, represent millions of individual markets for products and factors of production.

The circular flow model shows that goods and services that households demand are
supplied by firms in product markets®. The exchange for goods and services is
shown in the top half of Figure 3.13 "The Circular Flow of Economic Activity". The
bottom half of the exhibit illustrates the exchanges that take place in factor
markets. factor markets” are markets in which households supply factors of
production—labor, capital, and natural resources—demanded by firms.

Our model is called a circular flow model because households use the income they
receive from their supply of factors of production to buy goods and services from
firms. Firms, in turn, use the payments they receive from households to pay for
their factors of production.
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The demand and supply model developed in this chapter gives us a basic tool for
understanding what is happening in each of these product or factor markets and
also allows us to see how these markets are interrelated. In Figure 3.13 "The
Circular Flow of Economic Activity", markets for three goods and services that
households want—blue jeans, haircuts, and apartments—create demands by firms
for textile workers, barbers, and apartment buildings. The equilibrium of supply
and demand in each market determines the price and quantity of that item.
Moreover, a change in equilibrium in one market will affect equilibrium in related
markets. For example, an increase in the demand for haircuts would lead to an
increase in demand for barbers. Equilibrium price and quantity could rise in both
markets. For some purposes, it will be adequate to simply look at a single market,
whereas at other times we will want to look at what happens in related markets as
well.

In either case, the model of demand and supply is one of the most widely used tools
of economic analysis. That widespread use is no accident. The model yields results
that are, in fact, broadly consistent with what we observe in the marketplace. Your
mastery of this model will pay big dividends in your study of economics.
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KEY TAKEAWAYS

« The equilibrium price is the price at which the quantity demanded
equals the quantity supplied. It is determined by the intersection of the
demand and supply curves.

« A surplus exists if the quantity of a good or service supplied exceeds the
quantity demanded at the current price; it causes downward pressure
on price. A shortage exists if the quantity of a good or service demanded
exceeds the quantity supplied at the current price; it causes upward
pressure on price.

¢ Anincrease in demand, all other things unchanged, will cause the
equilibrium price to rise; quantity supplied will increase. A decrease in
demand will cause the equilibrium price to fall; quantity supplied will
decrease.

¢ Anincrease in supply, all other things unchanged, will cause the
equilibrium price to fall; quantity demanded will increase. A decrease in
supply will cause the equilibrium price to rise; quantity demanded will
decrease.

+ To determine what happens to equilibrium price and equilibrium
quantity when both the supply and demand curves shift, you must know
in which direction each of the curves shifts and the extent to which each
curve shifts.

« The circular flow model provides an overview of demand and supply in
product and factor markets and suggests how these markets are linked
to one another.

TRY IT!

What happens to the equilibrium price and the equilibrium quantity of DVD
rentals if the price of movie theater tickets increases and wages paid to DVD
rental store clerks increase, all other things unchanged? Be sure to show all
possible scenarios, as was done in Figure 3.11 "Simultaneous Decreases in
Demand and Supply". Again, you do not need actual numbers to arrive at an
answer. Just focus on the general position of the curve(s) before and after
events occurred.
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Case in Point: Demand, Supply, and Obesity

© 2010 Jupiterimages Corporation

Why are so many Americans fat? Put so crudely, the question may seem rude,
but, indeed, the number of obese Americans has increased by more than 50%
over the last generation, and obesity may now be the nation’s number one
health problem. According to Sturm Roland in a recent RAND Corporation
study, “Obesity appears to have a stronger association with the occurrence of
chronic medical conditions, reduced physical health-related quality of life and
increased health care and medication expenditures than smoking or problem
drinking.”

Many explanations of rising obesity suggest higher demand for food. What
more apt picture of our sedentary life style is there than spending the
afternoon watching a ballgame on TV, while eating chips and salsa, followed by
a dinner of a lavishly topped, take-out pizza? Higher income has also
undoubtedly contributed to a rightward shift in the demand curve for food.
Plus, any additional food intake translates into more weight increase because
we spend so few calories preparing it, either directly or in the process of
earning the income to buy it. A study by economists Darius Lakdawalla and
Tomas Philipson suggests that about 60% of the recent growth in weight may be
explained in this way—that is, demand has shifted to the right, leading to an
increase in the equilibrium quantity of food consumed and, given our less
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strenuous life styles, even more weight gain than can be explained simply by
the increased amount we are eating.

What accounts for the remaining 40% of the weight gain? Lakdawalla and
Philipson further reason that a rightward shift in demand would by itself lead
to an increase in the quantity of food as well as an increase in the price of food.
The problem they have with this explanation is that over the post-World War II
period, the relative price of food has declined by an average of 0.2 percentage
points per year. They explain the fall in the price of food by arguing that
agricultural innovation has led to a substantial rightward shift in the supply
curve of food. As shown, lower food prices and a higher equilibrium quantity of
food have resulted from simultaneous rightward shifts in demand and supply
and that the rightward shift in the supply of food from $; to S; has been

substantially larger than the rightward shift in the demand curve from D; to D,.

Price of food

! !
Q Q,
Quantity of food per month

Sources: Roland, Sturm, “The Effects of Obesity, Smoking, and Problem
Drinking on Chronic Medical Problems and Health Care Costs,” Health Affairs,
2002; 21(2): 245-253. Lakdawalla, Darius and Tomas Philipson, “The Growth of
Obesity and Technological Change: A Theoretical and Empirical Examination,”
National Bureau of Economic Research Working Paper no. w8946, May 2002.
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An increase in the price of movie theater tickets (a substitute for DVD
rentals) will cause the demand curve for DVD rentals to shift to the right. An
increase in the wages paid to DVD rental store clerks (an increase in the cost
of a factor of production) shifts the supply curve to the left. Each event
taken separately causes equilibrium price to rise. Whether equilibrium
quantity will be higher or lower depends on which curve shifted more.

If the demand curve shifted more, then the equilibrium quantity of DVD
rentals will rise [Panel (a)].

If the supply curve shifted more, then the equilibrium quantity of DVD
rentals will fall [Panel (b)].

If the curves shifted by the same amount, then the equilibrium quantity of
DVD rentals would not change [Panel (c)].

Panel (a) Panel (b)
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ANSWER TO TRY IT! PROBLEM
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3.4 Review and Practice

Summary

In this chapter we have examined the model of demand and supply. We found that a demand curve shows the
quantity demanded at each price, all other things unchanged. The law of demand asserts that an increase in
price reduces the quantity demanded and a decrease in price increases the quantity demanded, all other things
unchanged. The supply curve shows the quantity of a good or service that sellers will offer at various prices, all
other things unchanged. Supply curves are generally upward sloping: an increase in price generally increases
the quantity supplied, all other things unchanged.

The equilibrium price occurs where the demand and supply curves intersect. At this price, the quantity
demanded equals the quantity supplied. A price higher than the equilibrium price increases the quantity
supplied and reduces the quantity demanded, causing a surplus. A price lower than the equilibrium price
increases the quantity demanded and reduces the quantity supplied, causing a shortage. Usually, market
surpluses and shortages are short-lived. Changes in demand or supply, caused by changes in the determinants of
demand and supply otherwise held constant in the analysis, change the equilibrium price and output. The
circular flow model allows us to see how demand and supply in various markets are related to one another.
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CONCEPT PROBLEMS

1. What do you think happens to the demand for pizzas during the Super
Bowl? Why?

2. Which of the following goods are likely to be classified as normal
goods or services? Inferior? Defend your answer.

Beans

Tuxedos

Used cars

Used clothing
Computers

Books reviewed in The New York Times
Macaroni and cheese
Calculators
Cigarettes

Caviar

. Legal services

e e e =

[
= O

3. Which of the following pairs of goods are likely to be classified as
substitutes? Complements? Defend your answer.

Peanut butter and jelly

Eggs and ham

Nike brand and Reebok brand sneakers
IBM and Apple Macintosh brand computers
Dress shirts and ties

Airline tickets and hotels

Gasoline and tires

Beer and wine

Faxes and first-class mail

Cereal and milk

. Cereal and eggs

P e =

[
= O

4. A study found that lower airfares led some people to substitute
flying for driving to their vacation destinations. This reduced the
demand for car travel and led to reduced traffic fatalities, since
air travel is safer per passenger mile than car travel. Using the
logic suggested by that study, suggest how each of the following
events would affect the number of highway fatalities in any one
year.
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1. An increase in the price of gasoline
2. A large reduction in rental rates for passenger vans
3. Anincrease in airfares

5. Children under age 2 are now allowed to fly free on U.S. airlines; they
usually sit in their parents’ laps. Some safety advocates have urged that
they be required to be strapped in infant seats, which would mean their
parents would have to purchase tickets for them. Some economists have
argued that such a measure would actually increase infant fatalities. Can
you say why?

6. The graphs below show four possible shifts in demand or in
supply that could occur in particular markets. Relate each of the
events described below to one of them.

Panel (a) Panel (b)

(<] Q
o &
bon &
Quantity per period Quantity per period
Panel (c) Panel (d)
5 S, 2 /s,
g S
& &
D, Dy
Quantity per period Quantity per period

1. How did the heavy rains in South America in 1997 affect the
market for coffee?

2. The Surgeon General decides french fries are not bad for
your health after all and issues a report endorsing their use.
What happens to the market for french fries?
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10.

11.

12.

3.4 Review and Practice

3. How do you think rising incomes affect the market for ski
vacations?

4, A new technique is discovered for manufacturing computers
that greatly lowers their production cost. What happens to
the market for computers?

5. How would a ban on smoking in public affect the market for
cigarettes?

As low-carb diets increased in popularity, egg prices rose sharply. How
might this affect the monks’ supply of cookies or private retreats? (See
the Case in Point on the Monks of St. Benedict’s.)

Gasoline prices typically rise during the summer, a time of heavy tourist
traffic. A “street talk” feature on a radio station sought tourist reaction
to higher gasoline prices. Here was one response: “I don’t like ’em [the
higher prices] much. I think the gas companies just use any excuse to
jack up prices, and they’re doing it again now.” How does this tourist’s
perspective differ from that of economists who use the model of demand
and supply?

The introduction to the chapter argues that preferences for coffee
changed in the 1990s and that excessive rain hurt yields from coffee
plants. Show and explain the effects of these two circumstances on the
coffee market.

With preferences for coffee remaining strong in the early part of the
century, Vietnam entered the market as a major exporter of coffee.
Show and explain the effects of these two circumstances on the coffee
market.

The study on the economics of obesity discussed in the Case in Point in
this chapter on that topic also noted that another factor behind rising
obesity is the decline in cigarette smoking as the price of cigarettes has
risen. Show and explain the effect of higher cigarette prices on the
market for food. What does this finding imply about the relationship
between cigarettes and food?

In 2004, The New York Times reported that India might be losing its
outsourcing edge due to rising wagesNoam Scheiber, “As a Center for
Outsourcing, India Could Be Losing Its Edge,” New York Times, May 9,
2004, p. BU3. The reporter noted that a recent report “projected that if
India continued to produce college graduates at the current rate,
demand would exceed supply by 20% in the main outsourcing markets
by 2008.” Using the terminology you learned in this chapter, explain
what he meant to say was happening in the market for Indian workers
in outsourcing jobs. In particular, is demand for Indian workers
increasing or decreasing? Is the supply of Indian workers increasing or
decreasing? Which is shifting faster? How do you know?
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3.4 Review and Practice

13.

14.

For more than a century, milk producers have produced skim milk,
which contains virtually no fat, along with regular milk, which contains
4% fat. But a century ago, skim milk accounted for only about 1% of total
production, and much of it was fed to hogs. Today, skim and other
reduced-fat milks make up the bulk of milk sales. What curve shifted,
and what factor shifted it?

Suppose firms in the economy were to produce fewer goods and
services. How do you think this would affect household spending on
goods and services? (Hint: Use the circular flow model to analyze this
question.)
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3.4 Review and Practice

NUMERICAL PROBLEMS

Problems 1-5 are based on the graph below.

1. Ata price of $1.50 per dozen, how many bagels are demanded per
month?

2. At a price of $1.50 per dozen, how many bagels are supplied per month?

3. Ata price of $3.00 per dozen, how many bagels are demanded per
month?

4. Ata price of $3.00 per dozen, how many bagels are supplied per month?

5. What is the equilibrium price of bagels? What is the equilibrium
quantity per month?

Problems 6-9 are based on the model of demand and supply for coffee as
shown in Figure 3.10 "Changes in Demand and Supply" You can graph the
initial demand and supply curves by using the following values, with all
quantities in millions of pounds of coffee per month:

Price | Quantity demanded | Quantity supplied
$3 40 10
4 35 15
5 30 20
6 25 25
7 20 30
8 15 35
9 10 40

1. Suppose the quantity demanded rises by 20 million pounds of coffee per
month at each price. Draw the initial demand and supply curves based
on the values given in the table above. Then draw the new demand

143



Chapter 3 Demand and Supply

curve given by this change, and show the new equilibrium price and
quantity.

2. Suppose the quantity demanded falls, relative to the values given in the
above table, by 20 million pounds per month at prices between $4 and $6
per pound; at prices between $7 and $9 per pound, the quantity
demanded becomes zero. Draw the new demand curve and show the
new equilibrium price and quantity.

3. Suppose the quantity supplied rises by 20 million pounds per month at
each price, while the quantities demanded retain the values shown in
the table above. Draw the new supply curve and show the new
equilibrium price and quantity.

4. Suppose the quantity supplied falls, relative to the values given in the
table above, by 20 million pounds per month at prices above $5; at a
price of $5 or less per pound, the quantity supplied becomes zero. Draw
the new supply curve and show the new equilibrium price and quantity.

Problems 10-15 are based on the demand and supply schedules for gasoline
below (all quantities are in thousands of gallons per week):

$1 8 0
2 7 1
3 6 2
4 5 3
5 4 4
6 3 5
7 2 6
8 1 7

1. Graph the demand and supply curves and show the equilibrium price
and quantity.

2. At a price of $3 per gallon, would there be a surplus or shortage of
gasoline? How much would the surplus or shortage be? Indicate the
surplus or shortage on the graph.

3. Ata price of $6 per gallon, would there be a surplus or shortage of
gasoline? How much would the surplus or shortage be? Show the surplus
or shortage on the graph.

4. Suppose the quantity demanded increased by 2,000 gallons per month at
each price. At a price of $3 per gallon, how much would the surplus or
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shortage be? Graph the demand and supply curves and show the surplus
or shortage.

. Suppose the quantity supplied decreased by 2,000 gallons per month at

each price for prices between $4 and $8 per gallon. At prices less than $4
per gallon the quantity supplied becomes zero, while the quantities
demanded retain the values shown in the table. At a price of $4 per
gallon, how much would the surplus or shortage be? Graph the demand
and supply curves and show the surplus or shortage.

. If the demand curve shifts as in problem 13 and the supply curve shifts

as in problem 14, without drawing a graph or consulting the data, can
you predict whether equilibrium price increases or decreases? What
about equilibrium quantity? Now draw a graph that shows what the new
equilibrium price and quantity are.
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Applications of Demand and Supply
Start Up: A Composer Logs On

“Since the age of seven, I knew that I would be a musician. And from age fourteen, I
knew that I would be a composer,” says Israeli-born Ofer Ben-Amots. What he did
not know was that he would use computers to carry out his work. He is now a
professor of music at Colorado College, and Dr. Ben-Amots’s compositions and
operas have been performed in the United States, Europe, and Japan.

For over 20 years, he has used musical composition software in creating his music.
“The output is extremely elegant. Performers enjoy looking at such a clear and
clean score. The creation of parts out of a full score is as easy as pressing the
<ENTER> key on the keyboard.” Changes can easily be inserted into the notation
file, which eliminates the need for recopying. In addition, Dr. Ben-Amots uses
computers for playback. “I can listen to a relatively accurate ‘digital performance’
of the score at any given point, with any tempo or instrumentation I choose. The
sound quality has improved so much that digital files sound almost identical to real
performance.” He can also produce CDs on his own and create podcasts so that
anyone in the world can hear his music. He engages in self-publication of scores and
self-marketing. “In my case, I get to keep the copyrights on all of my music. This
would have been impossible ten to twelve years ago when composers transferred
their rights to publishers. Home pages on the World Wide Web allow me to promote
my own work.” Professor Ben-Amots also changed the way he teaches music
composition. New application software, such as GarageBand, has opened the way
for anyone interested to try to compose music. Whereas his music composition
classes used to have music theory prerequisites, today his classes are open to all.

Dr. Ben-Amots started out in 1989 with a Macintosh SE30 that had 4 megabytes of
random access memory (RAM) and an 80-megabyte hard drive. It cost him about
$3,000. Today, he uses a Macintosh MacBook Pro with 4 gigabytes of memory (a bit
in a computer has a value of 0 or 1, a byte is 8 bits, a megabyte is slightly more than
1 million bytes, and a gigabyte is slightly more than 1,000 megabytes), built-in DVD/
CD burner, and wireless Internet connections. His new computer cost about $2,200.
Put another way, his first computer had a cost per megabyte of RAM of about $750.
His present computer costs about $0.75 per megabyte of RAM and is far more
powerful. The dramatic rise in the power of personal computers as they fell so
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steeply in price is just one of the stories about markets we will tell in this chapter,
which aims to help you understand how the model of demand and supply applies to
the real world.

In the first section of this chapter, we will look at several markets that you are
likely to have participated in or be familiar with—the market for personal
computers, the markets for crude oil and for gasoline, and the stock market. You
probably own or have access to a computer. We have all been affected by the sharp
swings in the prices of oil and gasoline in recent years. The performance of the
stock market is always a major news item and may affect you personally, if not now
then in the future. The concepts of demand and supply go a long way in explaining
the behavior of equilibrium prices and quantities in all of these markets. The
purpose of this section is to allow you to practice using the model of demand and
supply and to get you to start thinking about the myriad ways the model of demand
and supply can be applied.

In the second part of the chapter we will look at markets in which the government
plays a large role in determining prices. By legislating maximum or minimum
prices, the government has kept the prices of certain goods below or above
equilibrium. We will look at the arguments for direct government intervention in
controlling prices as well as the consequences of such policies. As we shall see,
preventing the price of a good from finding its own equilibrium often has
consequences that may be at odds with the intentions of the policy makers who put
the regulations in place.

In the third section of the chapter we will look at the market for health care. This
market is important because how well (or poorly) it works can be a matter of life
and death and because it has special characteristics. In particular, markets in which
participants do not pay for goods directly but rather have insurers who then pay
the suppliers of the goods, operate somewhat differently from those in which
participants pay directly for their purchases. This extension of demand and supply
analysis, while only scratching the surface on the issues associated with the market
for health care, reveals much about how such markets operate. This analysis has
become particularly important in the wake of the passage of the Patient Protection
and Affordable Care Act in the United States in 2010—sometimes referred to
(especially by opponents) as “Obamacare.”
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4.1 Putting Demand and Supply to Work

LEARNING OBJECTIVES

1. Learn how to apply the model of demand and supply to the behavior of
equilibrium prices and output in a variety of markets.

2. Learn basic vocabulary on the organization of firms and explain how the
model of demand and supply can be used to understand prices of shares
of stock.

A shift in either demand or supply, or in both, leads to a change in equilibrium price
and equilibrium quantity. We begin this chapter by examining markets in which
prices adjust quickly to changes in demand or supply: the market for personal
computers, the markets for crude oil and gasoline, and the stock market. These
markets are thus direct applications of the model of demand and supply.

The Personal Computer Market

In the 1960s, to speak of computers was to speak of IBM, the dominant maker of
large mainframe computers used by business and government agencies. Then
between 1976, when Apple Computer introduced its first desktop computer, and
1981, when IBM produced its first personal computers (PCs), the computer usage
expanded dramatically. Only 8.2% of U. S. households owned a personal computer in
1984. By 2003, 62% did. After that, the U.S. Census Bureau began asking only about
Internet usage. By 2009, more than two-thirds of households had home Internet
access. The tools of demand and supply tell the story from an economic perspective.

Technological change has been breathtakingly swift in the computer industry.
Because personal computers have changed so dramatically in performance and in
the range of the functions they perform, we shall speak of “quality-adjusted”
personal computers. The price per unit of quality-adjusted desktop computers fell
by about half every 50 months during the period 1976-1989. In the first half of the
1990s, those prices fell by half every 28 months. In the second half of the 1990s, the
“halving time” fell to every 24 months.Ilkka Tuomi, “The Lives and Death of
Moore’s Law.” http://www.firstmonday.org/issues/issue7 11/tuomi/index. First
Monday (http://www.firstmonday.org) is a peer-reviewed journal on the Internet.

There are other indicators of the phenomenal change in computers. Between 1993
and 1998, the Bureau of Labor Statistics estimates that central processing unit (CPU)
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speed rose 1,263%, system memory increased 1,500%, hard drive capacity soared by
3,700%, and monitor size went up 13%. It seems safe to say that the dizzying pace of
change recorded in the 1990s has increased in this century. A “computer” today is
not the same good as a “computer” even five years ago. To make them comparable,
we must adjust for changes in quality.

Initially, most personal computers were manufactured by Apple or Compag; both
companies were very profitable. The potential for profits attracted IBM and other
firms to the industry. Unlike large mainframe computers, personal computer clones
turned out to be fairly easy to manufacture. As shown in Table 4.1 "Personal
Computer Shipments, Market Percentage Shares by Vendors, World and United
States, 2011", the top six personal computer manufacturers produced only 43.3% of
the personal computers sold in the world in 2011, and the largest manufacturer,
Hewlett-Packard (HP), sold only about 17.5% of the total in that year. This is a far
cry from the more than 90% of the mainframe computer market that IBM once held.
The market has become far more competitive.

Table 4.1 Personal Computer Shipments, Market Percentage Shares by Vendors,
World and United States, 2011

Percentage of World Percentage of U.S.
Company . Company .
Shipments Shipments
HP 17.5 HP 26.9
Dell 12.5 Dell 22.6
Lenovo 12.0 Apple 10.7
Acer
10.9 Toshiba 9.6

Group

A
Asus 5.2 cer 9.3

Group
Toshiba 5.2 Others 20.9
Others 36.7

Source: “Gartner Says Worldwide PC Shipments Increased 2.3 Percent in Second
Quarter of 2011,” Gartner Newsroom, July 13, 2011, http://www.gartner.com/it/
page.jsp?id=1744216. Totals may not add due rounding.

Figure 4.1 "The Personal Computer Market" illustrates changes that have occurred
in the computer market. The horizontal axis shows the quantity of quality-adjusted
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personal computers. Thus, the quantity axis can be thought of as a unit of
computing power. Similarly, the price axis shows the price per unit of computing
power. The rapid increase in the number of firms, together with dramatic
technological improvements, led to an increase in supply, shifting the supply curve
in Figure 4.1 "The Personal Computer Market" to the right from S; to S,.

Demand also shifted to the right from D; to Dy, as

incomes rose and new uses for computers, from e-mail Figure 4.1 The Personal
and social networking to Voice over Internet Protocol Computer Market
(VoIP) and Radio Frequency ID (RFID) tags (which allow
wireless tracking of commercial shipments via desktop
computers), altered the preferences of consumer and
business users. Because we observe a fall in equilibrium
price and an increase in equilibrium quantity, we
conclude that the rightward shift in supply has
outweighed the rightward shift in demand. The power

Price per unit of computing power

of market forces has profoundly affected the way we S —
live and work. One indication of the increasing
importance of computers was that in August 2011, The supply curve for quality-

adjusted personal computers
shifted markedly to the right,
reducing the equilibrium price

Exxon Mobil, an oil company that had been largest
company in the United States in terms of the value of its

outstanding stock, was the surpassed by Apple from Py to P2 and increasing the
Computer Inc., whose value reached $350 billion. equilibrium quantity from Q; to
Q2 in 2011.

The Markets for Crude 0il and for Gasoline

The market for crude oil took a radical turn in 1973. The

price per barrel of crude oil quadrupled between 1973 and 1974. Price remained
high until the early 1980s but fell back drastically and remained low for about two
decades. In 2004, the price of oil began to move upward and by 2008 had reached
$147 per barrel.

What caused the dramatic increase in gasoline and oil prices in 20087 It appeared to
be increasing worldwide demand outpacing producers’ ability—or willingness—to
increase production much. This increase in demand is illustrated in Figure 4.2
"Increasing Demand for Crude Oil".
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Figure 4.2 Increasing Demand for Crude Oil
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The price of oil was $35 per barrel at the beginning of 2004, as determined by the intersection of world demand, D1,
and world supply, S1. Increasing world demand, prompted largely by increasing demand from China as well as from
other countries, shifted world demand to D, pushing the price as high as $140 per barrel by the middle of 2008.

Higher oil prices also increase the cost of producing virtually every good or service
since the production of most goods requires transportation. These costs inevitably
translate into higher prices for nearly all goods and services. Supply curves of the
goods and services thus affected shift to the left, putting downward pressure on
output and upward pressure on prices.

Graphically, the impact of higher gasoline prices on businesses that use gasoline is
illustrated in Figure 4.3 "The Impact of Higher Gasoline Prices". Because higher
gasoline prices increase the cost of doing business, they shift the supply curves for
nearly all businesses to the left, putting upward pressure on prices and downward
pressure on output. In the case shown here, the supply curve in a typical industry
shifts from S; to S,. This increases the equilibrium price from P; to P, and reduces

the equilibrium quantity from Q; to Qa.
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Figure 4.3 The Impact of Higher Gasoline Prices
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Higher gasoline prices increase the cost of producing virtually every good or service. In the case shown here, the
supply curve in a typical industry shifts from Sj to S. This increases the equilibrium price from P; to Pz and reduces

equilibrium quantity from Q; to Qz.

As the world economy slowed dramatically in the second half of 2008, the demand
curve for oil shifted to the left. By November 2008, the price per barrel had dropped
to below $60 per barrel. As gas prices also subsided, so did the threat of higher
prices in other industries.

The Stock Market

The circular flow model suggests that capital, like other factors of production, is
supplied by households to firms. Firms, in turn, pay income to those households for
the use of their capital. Generally speaking, however, capital is actually owned by
firms themselves. General Motors owns its assembly plants, and Wal-Mart owns its
stores; these firms therefore own their capital. But firms, in turn, are owned by
people—and those people, of course, live in households. It is through their
ownership of firms that households own capital.
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. A firm owned by one
individual.

. A firm owned by several
individuals.

. A firm owned by shareholders
who own stock in the firm.

. Shares in the ownership of a
corporation.

. The set of institutions in which

shares of stock are bought and
sold.

A firm may be owned by one individual (a sole proprietorship'), by several
individuals (a partnership?), or by shareholders who own stock in the firm (a
corporation®). Although most firms in the United States are sole proprietorships or
partnerships, the bulk of the nation’s total output (about 90%) is produced by
corporations. Corporations also own most of the capital (machines, plants,
buildings, and the like).

This section describes how the prices of shares of corporate stock”, shares in the
ownership of a corporation, are determined by the interaction of demand and
supply. Ultimately, the same forces that determine the value of a firm’s stock
determine the value of a sole proprietorship or partnership.

When a corporation needs funds to increase its capital or for other reasons, one
means at its disposal is to issue new stock in the corporation. (Other means include
borrowing funds or using past profits.) Once the new shares have been sold in what
is called an initial public offering (IPO), the corporation receives no further funding
as shares of its stock are bought and sold on the secondary market. The secondary
market is the market for stocks that have been issued in the past, and the daily
news reports about stock prices almost always refer to activity in the secondary
market. Generally, the corporations whose shares are traded are not involved in
these transactions.

The stock market’ is the set of institutions in which shares of stock are bought and
sold. The New York Stock Exchange (NYSE) is one such institution. There are many
others all over the world, such as the DAX in Germany and the Bolsa in Mexico. To
buy or sell a share of stock, one places an order with a stockbroker who relays the
order to one of the traders at the NYSE or at some other exchange.

The process through which shares of stock are bought and sold can seem chaotic. At
many exchanges, traders with orders from customers who want to buy stock shout
out the prices those customers are willing to pay. Traders with orders from
customers who want to sell shout out offers of prices at which their customers are
willing to sell. Some exchanges use electronic trading, but the principle is the same:
if the price someone is willing to pay matches the price at which someone else is
willing to sell, the trade is made. The most recent price at which a stock has traded
is reported almost instantaneously throughout the world.

Figure 4.4 "Demand and Supply in the Stock Market" applies the model of demand
and supply to the determination of stock prices. Suppose the demand curve for

shares in Intel Corporation is given by D; and the supply by S;. (Even though the
total number of shares outstanding is fixed at any point in time, the supply curve is
not vertical. Rather, the supply curve is upward sloping because it represents how
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6. Profits kept by a company.

7. Profits distributed to
shareholders.

many shares current owners are prepared to sell at each price, and that number
will be greater at higher prices.) Suppose that these curves intersect at a price of
$25, at which Q; shares are traded each day. If the price were higher, more shares

would be offered for sale than would be demanded, and the price would quickly fall.
If the price were lower, more shares would be demanded than would be supplied,
and the price would quickly rise. In general, we can expect the prices of shares of

stock to move quickly to their equilibrium levels.

The intersection of the demand and supply curves for
shares of stock in a particular company determines the
equilibrium price for a share of stock. But what
determines the demand and supply for shares of a
company’s stock?

The owner of a share of a company’s stock owns a share
of the company, and, hence, a share of its profits;
typically, a corporation will retain and reinvest some of
its profits to increase its future profitability. The profits
kept by a company are called retained earnings®.
Profits distributed to shareholders are called
dividends’. Because a share of stock gives its owner a
claim on part of a company’s future profits, it follows
that the expected level of future profits plays a role in
determining the value of its stock.

Of course, those future profits cannot be known with
certainty; investors can only predict what they might
be, based on information about future demand for the

Figure 4.4 Demand and
Supply in the Stock Market

Price per share
s
b
&

Q1
Shares per day

The equilibrium price of stock
shares in Intel Corporation is
initially $25, determined by the
intersection of demand and
supply curves D; and Sy, at which
Q; million shares are traded each

day.

company’s products, future costs of production, information about the soundness of
a company’s management, and so on. Stock prices in the real world thus reflect

estimates of a company’s profits projected into the future.

The downward slope of the demand curve suggests that at lower prices for the
stock, more people calculate that the firm’s future earnings will justify the stock’s
purchase. The upward slope of the supply curve tells us that as the price of the
stock rises, more people conclude that the firm’s future earnings do not justify
holding the stock and therefore offer to sell it. At the equilibrium price, the number
of shares supplied by people who think holding the stock no longer makes sense
just balances the number of shares demanded by people who think it does.

What factors, then, cause the demand or supply curves for shares of stocks to shift?
The most important factor is a change in the expectations of a company’s future

4.1 Putting Demand and Supply to Work
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profits. Suppose Intel announces a new generation of computer chips that will lead
to faster computers with larger memories. Current owners of Intel stock would
adjust upward their estimates of what the value of a share of Intel stock should be.
At the old equilibrium price of $25 fewer owners of Intel stock would be willing to
sell. Since this would be true at every possible share price, the supply curve for Intel
stock would shift to the left, as shown in Figure 4.5 "A Change in Expectations
Affects the Price of Corporate Stock". Just as the expectation that a company will be
more profitable shifts the supply curve for its stock to the left, that same change in
expectations will cause more people to want to purchase the stock, shifting the

demand curve to the right. In Figure 4.5 "A Change in Expectations Affects the Price
of Corporate Stock", we see the supply curve shifting to the left, from $; to Sy, while

the demand curve shifts to the right, from D; to Ds.

Other factors may alter the price of an individual
corporation’s share of stock or the level of stock prices Figure 4.5 A Change in
in general. For example, demographic change and rising  rxpectations Affects the
incomes have affected the demand for stocks in recent Price of Corporate Stock
years. For example, with a large proportion of the U.S.
population nearing retirement age and beginning to
think about and plan for their lives during retirement,
the demand for stocks has risen.

Information on the economy as a whole is also likely to
affect stock prices. If the economy overall is doing well
and people expect that to continue, they may become
more optimistic about how profitable companies will be  if financial investors decide that
in general, and thus the prices of stocks will rise. a company is likely to be more
Conversely, expectations of a sluggish economy, as profitable, then the supply of the

. . tock shifts to the left (in thi
happened in the fall of 2008, could cause stock prices in zazce ;mlr}:ltsslom Sez)’e);tn;nth els

general to fall. demand for the stock shifts to the
right (in this case, from D1 to D),

X . X . resulting in an increase in price
The stock market is bombarded with new information 4, p, o p,.

every minute of every day. Firms announce their profits

of the previous quarter. They announce that they plan

to move into a new product line or sell their goods in

another country. We learn that the price of Company

A’s good, which is a substitute for one sold by Company B, has risen. We learn that
countries sign trade agreements, launch wars, or make peace. All of this
information may affect stock prices because any information can affect how buyers
and sellers value companies.

Shares of Intel stock per day
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KEY TAKEAWAYS

« Technological change, which has caused the supply curve for computing
power to shift to the right, is the main reason for the rapid increase in
equilibrium quantity and decrease in equilibrium price of personal
computers.

« The increase in crude oil and gasoline prices in 2008 was driven
primarily by increased demand for crude oil, an increase that was
created by economic growth throughout the world. Crude oil and gas
prices fell markedly as world economic growth subsided later in the
year.

+ Higher gasoline prices increased the cost of producing virtually every
good and service, shifting supply curves for most goods and services to
the left. This tended to push prices up and output down.

« Demand and supply determine prices of shares of corporate stock. The
equilibrium price of a share of stock strikes a balance between those
who think the stock is worth more and those who think it is worth less
than the current price.

« If a company’s profits are expected to increase, the demand curve for its
stock shifts to the right and the supply curve shifts to the left, causing
equilibrium price to rise. The opposite would occur if a company’s
profits were expected to decrease.

+ Other factors that influence the price of corporate stock include
demographic and income changes and the overall health of the
economy.

TRY IT!

Suppose an airline announces that its earnings this year are lower than
expected due to reduced ticket sales. The airline spokesperson gives no
information on how the company plans to turn things around. Use the
model of demand and supply to show and explain what is likely to happen to
the price of the airline’s stock.
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Case in Point: The Great Recession, the Arab Spring, and
the 0il Market

© Thinkstock

0Oil markets have been on a roller coaster ride for the last few years. Even after
the official start of the recession in the United States in December 2007, oil
prices continued to climb, peaking in the summer of 2008 at over $130 per
barrel. Although demand in the United States and Europe was already
weakening, growth in the rest of the world, particularly in China and India, was
still strong. Overall, demand was rising.

0il prices dropped precipitously following the start of the financial crisis and
the deepening of the recession in the fall of 2008. Within a few months, the
price of oil had dropped to around $40 and was in the $70 to $80 range for much
of the rest of 2009 and the first half of 2010.

The so-called Arab Spring actually began with demonstrations late in 2010 in
Tunisia. They quickly spread to Egypt, Bahrain, Syria, Yemen, Algeria, Jordan,
Morocco, and Yemen. There were demonstrations in Saudi Arabia, Kuwait,
Lebanon, Mauritania, and Sudan. By the fall of 2011, the movement had toppled
the regimes of Zine El Abidine Ben Ali in Tunisia, Hosni Mubarak in Egypt, and
Muammar al-Gaddafi in Libya.

The movement had a large impact on oil prices as it raised questions about the
security of oil supplies. The supply curve of oil shifted to the left, forcing the
price upward. Not only were several key suppliers of oil affected, but at times
the ability to transport oil through the Suez Canal was affected.
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0il prices rose to well over $100 per barrel by early 2011. They then began to
subside again as some of the uprisings were subdued or ending, especially in
the oil-rich Gulf countries. By the fall of 2011, oil prices had fallen about 20% as
compared to earlier in the year.

ANSWER TO TRY IT! PROBLEM

The information given in the problem suggests that the airline’s profits are
likely to fall below expectations. Current owners of the airline’s stock and
potential buyers of the stock would adjust downward their estimates of what
the value of the corporation’s stock should be. As a result the supply curve
for the stock would increase, shifting it to the right, while the demand curve
for the stock would decrease, shifting it to the left. As a result, equilibrium
price of the stock falls from P; to P,. What happens to equilibrium quantity
depends on the extent to which each curve shifts. In the diagram,
equilibrium quantity is shown to decrease from Q; to Q.

Price per share

i
|
1
|
|

% Q
Shares per day

4.1 Putting Demand and Supply to Work 158



Chapter 4 Applications of Demand and Supply

4.2 Government Intervention in Market Prices: Price Floors and Price

Ceilings

8. A minimum allowable price set
above the equilibrium price.

LEARNING OBJECTIVES

1. Use the model of demand and supply to explain what happens when the
government imposes price floors or price ceilings.

2. Discuss the reasons why governments sometimes choose to control
prices and the consequences of price control policies.

So far in this chapter and in the previous chapter, we have learned that markets
tend to move toward their equilibrium prices and quantities. Surpluses and
shortages of goods are short-lived as prices adjust to equate quantity demanded
with quantity supplied.

In some markets, however, governments have been called on by groups of citizens
to intervene to keep prices of certain items higher or lower than what would result
from the market finding its own equilibrium price. In this section we will examine
agricultural markets and apartment rental markets—two markets that have often
been subject to price controls. Through these examples, we will identify the effects
of controlling prices. In each case, we will look at reasons why governments have
chosen to control prices in these markets and the consequences of these policies.

Agricultural Price Floors

Governments often seek to assist farmers by setting price floors in agricultural
markets. A minimum allowable price set above the equilibrium price is a price
floor®, With a price floor, the government forbids a price below the minimum.
(Notice that, if the price floor were for whatever reason set below the equilibrium
price, it would be irrelevant to the determination of the price in the market since
nothing would prohibit the price from rising to equilibrium.) A price floor that is
set above the equilibrium price creates a surplus.

Figure 4.6 "Price Floors in Wheat Markets" shows the market for wheat. Suppose
the government sets the price of wheat at Pr. Notice that Pr is above the equilibrium

price of P. At Pr, we read over to the demand curve to find that the quantity of
wheat that buyers will be willing and able to purchase is W; bushels. Reading over
to the supply curve, we find that sellers will offer W, bushels of wheat at the price
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floor of Pr. Because Pr is above the equilibrium price, there is a surplus of wheat
equal to (W2 - W) bushels. The surplus persists because the government does not
allow the price to fall.

Why have many governments around the world set

. . . 9 .
price floors in agricultural markets? Farming has Figure 4.6 Price Floors in

changed dramatically over the past two centuries. Wheat Markets

Technological improvements in the form of new

equipment, fertilizers, pesticides, and new varieties of s
o . . Surplus

crops have led to dramatic increases in crop output per \,—Aﬁ /

o

1 |
________ [I— 1

acre. Worldwide production capacity has expanded
markedly. As we have learned, technological
improvements cause the supply curve to shift to the
right, reducing the price of food. While such price

Price per bushel

w.

reductions have been celebrated in computer markets, Bushiel pryear

farmers have successfully lobbied for government

programs aimed at keeping their prices from falling. A price floor for wheat creates a
surplus of wheat equal to (W -
W1) bushels.

While the supply curve for agricultural goods has

shifted to the right, the demand has increased with

rising population and with rising income. But as

incomes rise, people spend a smaller and smaller

fraction of their incomes on food. While the demand for food has increased, that
increase has not been nearly as great as the increase in supply. Figure 4.7 "Supply

and Demand Shifts for Agricultural Products" shows that the supply curve has
shifted much farther to the right, from $; to S, than the demand curve has, from D,

to Dy. As a result, equilibrium quantity has risen dramatically, from Q; to Qz, and

equilibrium price has fallen, from P; to P,.

On top of this long-term historical trend in agriculture, agricultural prices are
subject to wide swings over shorter periods. Droughts or freezes can sharply reduce
supplies of particular crops, causing sudden increases in prices. Demand for
agricultural goods of one country can suddenly dry up if the government of another
country imposes trade restrictions against its products, and prices can fall. Such
dramatic shifts in prices and quantities make incomes of farmers unstable.
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The Great Depression of the 1930s led to a major federal
role in agriculture. The Depression affected the entire Figure 47 Supply and
economy, but it hit farmers particularly hard. Prices Demand Shifts for

received by farmers plunged nearly two-thirds from Agricultural Products
1930 to 1933. Many farmers had a tough time keeping up
mortgage payments. By 1932, more than half of all farm '
loans were in default.

o

Price per unit

Farm legislation passed during the Great Depression has
been modified many times, but the federal government
has continued its direct involvement in agricultural oty pe o
markets. This has meant a variety of government

programs that guarantee a minimum price for some A relatively large increase in the
types of agricultural products. These programs have supply of agricultural products,
been accompanied by government purchases of any accompanied by a relatively
surplus, by requirements to restrict acreage in order to M@l increase in demand, has
limit those surpluses, by crop or production reduced the price received by

farmers and increased the
restrictions, and the like. quantity of agricultural goods.

o

To see how such policies work, look back at Figure 4.6

"Price Floors in Wheat Markets". At Pg, W5 bushels of

wheat will be supplied. With that much wheat on the market, there is market
pressure on the price of wheat to fall. To prevent price from falling, the
government buys the surplus of (W, - W;) bushels of wheat, so that only W; bushels

are actually available to private consumers for purchase on the market. The
government can store the surpluses or find special uses for them. For example,
surpluses generated in the United States have been shipped to developing countries
as grants-in-aid or distributed to local school lunch programs. As a variation on this
program, the government can require farmers who want to participate in the price
support program to reduce acreage in order to limit the size of the surpluses.

After 1973, the government stopped buying the surpluses (with some exceptions)
and simply guaranteed farmers a “target price.” If the average market price for a
crop fell below the crop’s target price, the government paid the difference. If, for
example, a crop had a market price of $3 per unit and a target price of $4 per unit,
the government would give farmers a payment of $1 for each unit sold. Farmers
would thus receive the market price of $3 plus a government payment of $1 per
unit. For farmers to receive these payments, they had to agree to remove acres from
production and to comply with certain conservation provisions. These restrictions
sought to reduce the size of the surplus generated by the target price, which acted
as a kind of price floor.
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What are the effects of such farm support programs? The intention is to boost and
stabilize farm incomes. But, with price floors, consumers pay more for food than
they would otherwise, and governments spend heavily to finance the programs.
With the target price approach, consumers pay less, but government financing of
the program continues. U.S. federal spending for agriculture averaged well over $22
billion per year between 2003 and 2007, roughly $70 per person.

Help to farmers has sometimes been justified on the grounds that it boosts incomes
of “small” farmers. However, since farm aid has generally been allotted on the basis
of how much farms produce rather than on a per-farm basis, most federal farm
support has gone to the largest farms. If the goal is to eliminate poverty among
farmers, farm aid could be redesigned to supplement the incomes of small or poor
farmers rather than to undermine the functioning of agricultural markets.

In 1996, the U.S. Congress passed the Federal Agriculture Improvement and Reform
Act of 1996, or FAIR. The thrust of the new legislation was to do away with the
various programs of price support for most crops and hence provide incentives for
farmers to respond to market price signals. To protect farmers through a transition
period, the act provided for continued payments that were scheduled to decline
over a seven-year period. However, with prices for many crops falling in 1998, the
U.S. Congress passed an emergency aid package that increased payments to
farmers. In 2008, as farm prices reached record highs, Congress passed a farm bill
that increased subsidy payments to $40 billion. It did, however, for the first time
limit payments to the wealthiest farmers. Individual farmers whose farm incomes
exceed $750,000 (or $1.5 million for couples) would be ineligible for some subsidy
programs.

Rental Price Ceilings

The purpose of rent control is to make rental units cheaper for tenants than they
would otherwise be. Unlike agricultural price controls, rent control in the United
States has been largely a local phenomenon, although there were national rent
controls in effect during World War I1. Currently, about 200 cities and counties have
some type of rent control provisions, and about 10% of rental units in the United
States are now subject to price controls. New York City’s rent control program,
which began in 1943, is among the oldest in the country. Many other cities in the
United States adopted some form of rent control in the 1970s. Rent controls have
been pervasive in Europe since World War I, and many large cities in poorer
countries have also adopted rent controls.

Rent controls in different cities differ in terms of their flexibility. Some cities allow
rent increases for specified reasons, such as to make improvements in apartments
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9. A maximum allowable price.

or to allow rents to keep pace with price increases elsewhere in the economy. Often,
rental housing constructed after the imposition of the rent control ordinances is
exempted. Apartments that are vacated may also be decontrolled. For simplicity,
the model presented here assumes that apartment rents are controlled at a price
that does not change.

Figure 4.8 "Effect of a Price Ceiling on the Market for
Apartments" shows the market for rental apartments. Figure 4.8 [ffect of a Price

Notice that the demand and supply curves are drawn to  ceiling on the Market for
look like all the other demand and supply curves you Apartments

have encountered so far in this text: the demand curve
is downward-sloping and the supply curve is upward-
sloping.

The demand curve shows that a higher price (rent)
reduces the quantity of apartments demanded. For

Rent per apartment per period

example, with higher rents, more young people will T
choose to live at home with their parents. With lower

rents, more will choose to live in apartments. Higher A price ceiling on apartment
rents may encourage more apartment sharing; lower rents that is set below the

equilibrium rent creates a
shortage of apartments equal to
(Az- Ay) apartments.

rents would induce more people to live alone.

The supply curve is drawn to show that as rent

increases, property owners will be encouraged to offer

more apartments to rent. Even though an aerial

photograph of a city would show apartments to be fixed

at a point in time, owners of those properties will decide how many to rent
depending on the amount of rent they anticipate. Higher rents may also induce
some homeowners to rent out apartment space. In addition, renting out apartments
implies a certain level of service to renters, so that low rents may lead some
property owners to keep some apartments vacant.

Rent control is an example of a price ceiling’, a maximum allowable price. With a
price ceiling, the government forbids a price above the maximum. A price ceiling
that is set below the equilibrium price creates a shortage that will persist.

Suppose the government sets the price of an apartment at Pc in Figure 4.8 "Effect of

a Price Ceiling on the Market for Apartments". Notice that Pc is below the
equilibrium price of Pg. At Pc, we read over to the supply curve to find that sellers

are willing to offer A; apartments. Reading over to the demand curve, we find that
consumers would like to rent A, apartments at the price ceiling of Pc. Because Pc is
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below the equilibrium price, there is a shortage of apartments equal to (A; - A7).
(Notice that if the price ceiling were set above the equilibrium price it would have
no effect on the market since the law would not prohibit the price from settling at
an equilibrium price that is lower than the price ceiling.)

If rent control creates a shortage of apartments, why do
some citizens nonetheless clamor for rent control and Figure 49 The Unintended
why do governments often give in to the demands? The  consequences of Rent
reason generally given for rent control is to keep Control

apartments affordable for low- and middle-income
tenants.

But the reduced quantity of apartments supplied must
be rationed in some way, since, at the price ceiling, the
quantity demanded would exceed the quantity supplied. ; ‘
Current occupants may be reluctant to leave their pooenents pr s
dwellings because finding other apartments will be

difficult. As apartments do become available, there will  coptrolling apartment rents at
be a line of potential renters waiting to fill them, any of  P¢ creates a shortage of (A, - A7)

whom is willing to pay the controlled price of P¢c or apartments. For A apartments,
consumers are willing and able to
pay Pg, which leads to various

Rent per apartment per period

more. In fact, reading up to the demand curve in Figure
4.9 "The Unintended Consequences of Rent Control" i i

- - backdoor” payments to
from A; apartments, the quantity available at Pc, you apartment owners,

can see that for A; apartments, there are potential

renters willing and able to pay Pg. This often leads to

various “backdoor” payments to apartment owners,

such as large security deposits, payments for things renters may not want (such as
furniture), so-called “key” payments (“The monthly rent is $500 and the key price is
$3,000”), or simple bribes.

In the end, rent controls and other price ceilings often end up hurting some of the
people they are intended to help. Many people will have trouble finding apartments
to rent. Ironically, some of those who do find apartments may actually end up
paying more than they would have paid in the absence of rent control. And many of
the people that the rent controls do help (primarily current occupants, regardless
of their income, and those lucky enough to find apartments) are not those they are
intended to help (the poor). There are also costs in government administration and
enforcement.

Because New York City has the longest history of rent controls of any city in the
United States, its program has been widely studied. There is general agreement that
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the rent control program has reduced tenant mobility, led to a substantial gap
between rents on controlled and uncontrolled units, and favored long-term
residents at the expense of newcomers to the city.Richard Arnott, “Time for
Revisionism on Rent Control,” Journal of Economic Perspectives 9(1) (Winter, 1995):
99-120. These distortions have grown over time, another frequent consequence of
price controls.

A more direct means of helping poor tenants, one that would avoid interfering with
the functioning of the market, would be to subsidize their incomes. As with price
floors, interfering with the market mechanism may solve one problem, but it
creates many others at the same time.

KEY TAKEAWAYS

Price floors create surpluses by fixing the price above the equilibrium
price. At the price set by the floor, the quantity supplied exceeds the
quantity demanded.

In agriculture, price floors have created persistent surpluses of a wide
range of agricultural commodities. Governments typically purchase the
amount of the surplus or impose production restrictions in an attempt
to reduce the surplus.

Price ceilings create shortages by setting the price below the
equilibrium. At the ceiling price, the quantity demanded exceeds the
quantity supplied.

Rent controls are an example of a price ceiling, and thus they create
shortages of rental housing.

It is sometimes the case that rent controls create “backdoor”
arrangements, ranging from requirements that tenants rent items that
they do not want to outright bribes, that result in rents higher than
would exist in the absence of the ceiling.

TRY IT!

A minimum wage law is another example of a price floor. Draw demand and
supply curves for unskilled labor. The horizontal axis will show the quantity
of unskilled labor per period and the vertical axis will show the hourly wage
rate for unskilled workers, which is the price of unskilled labor. Show and
explain the effect of a minimum wage that is above the equilibrium wage.
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Case in Point: Corn: It Is Not Just Food Any More

© 2010 Jupiterimages
Corporation

Government support for corn dates back to the Agricultural Act of 1938 and, in
one form or another, has been part of agricultural legislation ever since. Types
of supports have ranged from government purchases of surpluses to target
pricing, land set asides, and loan guarantees. According to one estimate, the
U.S. government spent nearly $42 billion to support corn between 1995 and
2004.

Then, during the period of rising oil prices of the late 1970s and mounting
concerns about dependence on foreign oil from volatile regions in the world,
support for corn, not as a food, but rather as an input into the production of
ethanol—an alternative to oil-based fuel—began. Ethanol tax credits were part
of the Energy Act of 1978. Since 1980, a tariff of 50¢ per gallon against imported
ethanol, even higher today, has served to protect domestic corn-based ethanol
from imported ethanol, in particular from sugar-cane-based ethanol from
Brazil.

The Energy Policy Act of 2005 was another milestone in ethanol legislation.
Through loan guarantees, support for research and development, and tax
credits, it mandated that 4 billion gallons of ethanol be used by 2006 and 7.5
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billion gallons by 2012. Ethanol production had already reached 6.5 billion
gallons by 2007, so new legislation in 2007 upped the ante to 15 billion gallons
by 2015.

Beyond the increased amount the government is spending to support corn and
corn-based ethanol, criticism of the policy has three major prongs:

1. Corn-based ethanol does little to reduce U.S. dependence on
foreign oil because the energy required to produce a gallon of
corn-based ethanol is quite high. A 2006 National Academy of
Sciences paper estimated that one gallon of ethanol is needed to
bring 1.25 gallons of it to market. Other studies show an even less
favorable ratio.

2. Biofuels, such as corn-based ethanol, are having detrimental
effects on the environment, with increased deforestation,
stemming from more land being used to grow fuel inputs,
contributing to global warming.

3. The diversion of corn and other crops from food to fuel is
contributing to rising food prices and an increase in world hunger.
C. Ford Runge and Benjamin Senauer wrote in Foreign Affairs that
even small increases in prices of food staples have severe
consequences on the very poor of the world, and “Filling the
25-gallon tank of an SUV with pure ethanol requires over 450
pounds of corn—which contains enough calories to feed one
person for a year.”

Some of these criticisms may be contested as exaggerated: Will the ratio of
energy-in to energy-out improve as new technologies emerge for producing
ethanol? Did not other factors, such as weather and rising food demand
worldwide, contribute to higher grain prices? Nonetheless, it is clear that corn-
based ethanol is no free lunch. It is also clear that the end of government
support for corn is nowhere to be seen.

Sources: Alexei Barrionuevo, “Mountains of Corn and a Sea of Farm Subsidies,”
New York Times, November 9, 2005, online version; David Freddoso, “Children of
the Corn,” National Review Online, May 6, 2008; C. Ford Runge and Benjamin
Senauer, “How Biofuels Could Starve the Poor,” Foreign Affairs, May/June 2007,
online version; Michael Grunwald, “The Clean Energy Scam,” Time 171:14 (April
7,2008): 40-45.
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ANSWER TO TRY IT! PROBLEM

A minimum wage (Wnin) that is set above the equilibrium wage would create
a surplus of unskilled labor equal to (L, - L1). That is, L, units of unskilled
labor are offered at the minimum wage, but companies only want to use L;
units at that wage. Because unskilled workers are a substitute for a skilled
workers, forcing the price of unskilled workers higher would increase the
demand for skilled labor and thus increase their wages.

Surplus s
—

Price of labor per hour (wage)

|
I
I
I
I
|
I
|
L1 L2

Quantity of labor per period
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4.3 The Market for Health-Care Services

LEARNING OBJECTIVE

1. Use the model of demand and supply to explain the effects of third-
party payers on the health-care market and on health-care spending.

There has been much discussion over the past three decades about the health-care
problem in the United States. Much of this discussion has focused on rising
spending for health care. In this section, we will apply the model of demand and
supply to health care to see what we can learn about some of the reasons behind
rising spending in this important sector of the economy.

Figure 4.10 "Health-Care Spending as a Percentage of U.S. Output, 1960-2009" shows
the share of U.S. output devoted to health care since 1960. In 1960, about 5% of total

output was devoted to health care; by 2009 this share had risen to 17.6%. That
means that we are devoting more of our spending to health care and less to other
goods and services.

The Affordable Care Act of 2010 dramatically impacted health care services. Among
its provisions is a requirement that individuals purchase health insurance (the so-
called individual mandate). That provision may well result in the entire Act being
ruled unconstitutional by the courts. As this book went to press, the Act was
pending before the court system, and a ruling against it, or at least against parts of
it, seemed possible.

The Act requires insurance companies to provide coverage for children on their
parent’s policies up to the age of 26. It also bars health insurance companies from
denying coverage based on pre-existing conditions.

Provisions of the Act are extensive. It applies to virtually every aspect of health care
services. It allows people to acquire health care insurance regardless of pre-existing
conditions. It also allows employers to opt out of providing health insurance and to
pay a fee instead.
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Why were Americans willing to increase their spending

on health care so dramatically? The model of demand Figure 410 Health-Care

and supply gives us part of the answer. As we apply the Spending as a Percentage of
model to this problem, we will also gain a better U.S. Output, 1960-2009
understanding of the role of prices in a market .

economy.

The Demand and Supply for Health Care

When we speak of “health care,” we are speaking of the ,

) . . Health care’s share of total U.S.
entire health-care industry. This industry produces output rose from about 5% in
services ranging from heart transplant operations to 1960 to 17.6% in 2009.
therapeutic massages; it produces goods ranging from
X-ray machines to aspirin tablets. Clearly each of these  pata for period 1960-1992 from
goods and services is exchanged in a particular market.  Health Care Finance Association
To assess the market forces affecting health care, we (which was the predecessor to

1 £ first st fth kets: th ket the Centers for Medicare and
will focus first on just one of these markets: the market . 1: vid Services); Data for
for physician office visits. When you go to the doctor, period 1993-2009 from Centers
you are part of the demand for these visits. Your doctor, for Medicare and Medicaid

: : Services, Office of the Actuary:
by seeing you, is part of the supply. National Health Statistics Group
https://www.cms.gov/
NationalHealthExpendData/
downloads/tables.pdf.

Figure 4.11 "Total Spending for Physician Office Visits"
shows the market, assuming that it operates in a fashion
similar to other markets. The demand curve D; and the

supply curve S; intersect at point E, with an equilibrium

price of $30 per office visit. The equilibrium quantity of
office visits per week is 1,000,000.
Figure 4.11 Total Spending
for Physician Office Visits
We can use the demand and supply graph to show total
spending, which equals the price per unit (in this case,
$30 per visit) times the quantity consumed (in this case,
1,000,000 visits per week). Total spending for physician
office visits thus equals $30,000,000 per week ($30 times
1,000,000 visits). We show total spending as the area of a
rectangle bounded by the price and the quantity. It is
the shaded region in Figure 4.11 "Total Spending for
Physician Office Visits". Total spending on physician
office visits is $30 per visit
multiplied by 1,000,000 visits per
The picture in Figure 4.11 "Total Spending for Physician  week, which equals $30,000,000. It

Office Visits" misses a crucial feature of the market.
Most people in the United States have health insurance,
provided either by private firms, by private purchases,

Price per visit

|
1
|
i
0 1,000,000

Number of physician office visits per week
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10. An agent other than the seller
or the buyer who pays part of
the price of a good or service.

or by the government. With health insurance, people

agree to pay a fixed amount to the insurer in exchange s the shaded area bounded by
for the insurer’s agreement to pay for most of the price and quantity.
health-care expenses they incur. While insurance plans

differ in their specific provisions, let us suppose that all

individuals have plans that require them to pay $10 for

an office visit; the insurance company will pay the rest.

How will this insurance affect the market for physician office visits? If it costs only
$10 for a visit instead of $30, people will visit their doctors more often. The quantity
of office visits demanded will increase. In Figure 4.12 "Total Spending for Physician
Office Visits Covered by Insurance", this is shown as a movement along the demand
curve. Think about your own choices. When you get a cold, do you go to the doctor?
Probably not, if it is a minor cold. But if you feel like you are dying, or wish you
were, you probably head for the doctor. Clearly, there are lots of colds in between
these two extremes. Whether you drag yourself to the doctor will depend on the
severity of your cold and what you will pay for a visit. At a lower price, you are
more likely to go to the doctor; at a higher price, you are less likely to go.

In the case shown, the quantity of office visits rises to 1,500,000 per week. But that
suggests a potential problem. The quantity of visits supplied at a price of $30 per
visit was 1,000,000. According to supply curve Sy, it will take a price of $50 per visit
to increase the quantity supplied to 1,500,000 visits (Point F on S;). But

consumers—patients—pay only $10.

Insurers make up the difference between the fees doctors receive and the price
patients pay. In our example, insurers pay $40 per visit of insured patients to
supplement the $10 that patients pay. When an agent other than the seller or the
buyer pays part of the price of a good or service, we say that the agent is a third-
party payerlo.

Notice how the presence of a third-party payer affects total spending on office
visits. When people paid for their own visits, and the price equaled $30 per visit,
total spending equaled $30 million per week. Now doctors receive $50 per visit and
provide 1,500,000 visits per week. Total spending has risen to $75 million per week
($50 times 1,500,000 visits, shown by the darkly shaded region plus the lightly
shaded region).
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Figure 4.12 Total Spending for Physician Office Visits Covered by Insurance

Doctors receive

550 F $50 per visit.

Price per visit

Insurers pay

530 !/ $40 per visit.

Patients pay

$10 1 $10 per visit.

0 1,000,000 1,500,000

Number of physician office visits per week

With insurance, the quantity of physician office visits demanded rises to 1,500,000. The supply curve shows that it
takes a price of $50 per visit to increase the quantity supplied to 1,500,000 visits. Patients pay $10 per visit and
insurance pays $40 per visit. Total spending rises to $75,000,000 per week, shown by the darkly shaded region plus
the lightly shaded region.

The response described in Figure 4.12 "Total Spending for Physician Office Visits
Covered by Insurance" holds for many different types of goods and services covered

by insurance or otherwise paid for by third-party payers. For example, the
availability of scholarships and subsidized tuition at public and private universities
increases the quantity of education demanded and the total expenditures on higher
education. In markets with third-party payers, an equilibrium is achieved, but it is
not at the intersection of the demand and supply curves. The effect of third-party
payers is to decrease the price that consumers directly pay for the goods and
services they consume and to increase the price that suppliers receive. Consumers
use more than they would in the absence of third-party payers, and providers are
encouraged to supply more than they otherwise would. The result is increased total
spending.
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KEY TAKEAWAYS

« The rising share of the output of the United States devoted to health
care represents a rising opportunity cost. More spending on health care
means less spending on other goods and services, compared to what
would have transpired had health-care spending not risen so much.

« The model of demand and supply can be used to show the effect of third-
party payers on total spending. With third-party payers (for example,
health insurers), the quantity of services consumed rises, as does
spending.

TRY IT!

The provision of university education through taxpayer-supported state
universities is another example of a market with a third-party payer. Use
the model of demand and supply to discuss the impact this has on the higher
education market. Specifically, draw a graph similar to Figure 4.12 "Total
Spending for Physician Office Visits Covered by Insurance". How would you
label the axes? Show the equilibrium price and quantity in the absence of a
third-party payer and indicate total spending on education. Now show the
impact of lower tuition As a result of state support for education. How much
education do students demand at the lower tuition? How much tuition must
educational institutions receive to produce that much education? How much
spending on education will occur? Compare total spending before and after
a third-party payer enters this market.
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Case in Point: The Oregon Plan

© 2010 Jupiterimages
Corporation

The health-care industry presents us with a dilemma. Clearly, it makes sense
for people to have health insurance. Just as clearly, health insurance generates
a substantial increase in spending for health care. If that spending is to be
limited, some mechanism must be chosen to do it. One mechanism would be to
require patients to pay a larger share of their own health-care consumption
directly, reducing the payments made by third-party payers. Allowing people to
accumulate tax-free private medical savings accounts is one way to do this.
Another option is to continue the current trend to use insurance companies as
the agents that limit spending. A third option is government regulation; this
Case in Point describes how the state of Oregon tried to limit health-care
spending by essentially refusing to be a third-party payer for certain services.

Like all other states, Oregon has wrestled with the problem of soaring Medicaid
costs. Its solution to the problem illustrates some of the choices society might
make in seeking to reduce health-care costs.

Oregon used to have a plan similar to plans in many other states. Households
whose incomes were lower than 50% of the poverty line qualified for Medicaid.
In 1987, the state began an effort to manage its Medicaid costs. It decided that it
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would no longer fund organ transplants and that it would use the money saved
to give better care to pregnant women. The decision turned out to be a painful
one; the first year, a seven-year-old boy with leukemia, who might have been
saved with a bone marrow transplant, died. But state officials argued that the
shift of expenditures to pregnant women would ultimately save more lives.

The state gradually expanded its concept of determining what services to fund
and what services not to fund. It collapsed a list of 10,000 different diagnoses
that had been submitted to its Medicaid program in the past into a list of more
than 700 condition-treatment pairs. One such pair, for example, is appendicitis-
appendectomy. Health-care officials then ranked these pairs in order of
priority. The rankings were based on such factors as the seriousness of a
particular condition and the cost and efficacy of treatments. The state
announced that it would provide Medicaid to all households below the poverty
line, but that it would not fund any procedure ranked below a certain level,
initially number 588 on its list. The plan also set a budget limit for any one year;
if spending rose above that limit, the legislature must appropriate additional
money or drop additional procedures from the list of those covered by the plan.
The Oregon Health Plan officially began operation in 1994.

While the Oregon plan has been applied only to households below the poverty
line that are not covered by other programs, it suggests a means of reducing
health-care spending. Clearly, if part of the health-care problem is excessive
provision of services, a system designed to cut services must determine what
treatments not to fund.

Professors Jonathan Oberlander, Theodore Marmor, and Lawrence Jacobs
studied the impact of this plan in practice through the year 2000 and found
that, in contrast to initial expectations, excluded procedures were generally
ones of marginal medical value, so the “line in the sand” had little practical
significance. In addition, they found that patients were often able to receive
supposedly excluded services when physicians, for example, treated an
uncovered illness in conjunction with a covered one. During the period of the
study, the number of people covered by the plan expanded substantially and
yet rationing of services essentially did not occur. How do they explain this
seeming contradiction? Quite simply: state government increased revenues
from various sources to support the plan. Indeed, they argue that, because
treatments that might not be included were explicitly stated, political pressure
made excluding them even more difficult and may have inadvertently
increased the cost of the program.
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In the early 2000s, Oregon, like many other states, confronted severe budgetary
pressures. To limit spending, it chose the perhaps less visible strategy of
reducing the number of people covered through the plan. Once serving more
than 100,000 people, budget cuts reduced the number served to about 17,000.
Whereas in 1996, 11% of Oregonians lacked health insurance, in 2008 16% did.

Trailblazing again, in 2008 Oregon realized that its budget allowed room for
coverage for a few thousand additional people. But how to choose among the
130,000 eligibles? The solution: to hold a lottery. More than 90,000 people
queued up, hoping to be lucky winners.

Sources: Jonathan Oberlander, Theodore Marmor, and Lawrence Jacobs,
“Rationing Medical Care: Rhetoric and Reality in the Oregon Health Plan,”
Canadian Medical Association Journal 164: 11 (May 29, 2001): 1583-1587; William
Yardley, “Drawing Lots for Health Care,” The New York Times, March 13, 2008: p.
A12.

ANSWER TO TRY IT! PROBLEM

Without a third-party payer for education, the graph shows equilibrium
tuition of P; and equilibrium quantity of education of Q;. State support for
education lowers tuition that students pay to Py. As a result, students
demand Q; courses per year. To provide that amount of education,
educational institutions require tuition per course of P3. Without a third-
party payer, spending on education is 0P1EQ;. With a third-party payer,
spending rises to 0P3FQa.

Tuiti
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4.4 Review and Practice

Summary

In this chapter we used the tools of demand and supply to understand a wide variety of market outcomes. We
learned that technological change and the entry of new sellers has caused the supply curve of personal
computers to shift markedly to the right, thereby reducing equilibrium price and increasing equilibrium
quantity. Market forces have made personal computers a common item in offices and homes.

Crude oil and gasoline prices soared in 2008 and then fell back, rising again in 2011 as a result of the disruption
created by the Arab Spring. We looked at the causes of these increases as well as their impacts. Crude oil prices
rose in large part As a result of increased demand, particularly from China. Higher prices for crude oil led to
higher prices for gasoline. Those higher prices not only hurt consumers of gasoline, they also put upward
pressure on the prices of a wide range of goods and services. Crude oil and gasoline prices then decreased
dramatically in the last part of 2008, as world growth declined.

The model of demand and supply also explains the determination of stock prices. The price per share of
corporate stock reflects the market’s estimate of the expected profitability of the firm. Any information about
the firm that causes potential buyers or current owners of corporate stock to reevaluate how profitable they
think the firm is, or will be, will cause the equilibrium price of the stock to change.

We then examined markets in which some form of government price control keeps price permanently above or
below equilibrium. A price floor leads to persistent surpluses because it is set above the equilibrium price,
whereas a price ceiling, because it is set below the equilibrium price, leads to persistent shortages. We saw that
interfering with the market mechanism may solve one problem but often creates other problems at the same
time. We discussed what some of these unintended consequences might be. For example, agricultural price
floors aimed at boosting farm income have also raised prices for consumers and cost taxpayers dearly, and the
bulk of government payments have gone to large farms. Rent controls have lowered rents, but they have also
reduced the quantity of rental housing supplied, created shortages, and sometimes led to various forms of
“backdoor” payments, which sometimes force the price of rental housing above what would exist in the absence
of controls.

Finally, we looked at the market for health care and a special feature behind demand and supply in this market
that helps to explain why the share of output of the United States that is devoted to health care has risen. Health
care is an example of a market in which there are third-party payers (primarily private insurers and the
government). With third-party payers the quantity of health-care services consumed rises, as does health-care
spending.
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CONCEPT PROBLEMS

4.4 Review and Practice

1.

Like personal computers, digital cameras have become a common
household item. Digital camera prices have plunged in the last 10 years.
Use the model of demand and supply to explain the fall in price and
increase in quantity.

Enron Corp. was one of several corporations convicted of fraud in its
accounting practices during the early part of this decade. It had created
dummy corporations to hide massive borrowing and to give it the
appearance of extraordinary profitability. Use the model of demand and
supply to explain the likely impact of such convictions on the stocks of
other corporations.

During World War II there was a freeze on wages, and corporations
found they could evade the freeze by providing other fringe benefits
such as retirement funds and health insurance for their employees. The
Office of Price Administration, which administered the wage freeze,
ruled that the offer of retirement funds and health literature was not a
violation of the freeze. The Internal Revenue Service went along with
this and ruled that employer-financed retirement and health insurance
plans were not taxable income. Was the wage freeze an example of a
price floor or a price ceiling? Use the model of demand and supply to
explain why employers began to offer such benefits to their employees.
The text argues that political instability in potential suppliers of oil such
as Iraq and Venezuela accounts for a relatively steep supply curve for
crude oil such as the one shown in Figure 4.2 "Increasing Demand for
Crude Oil" Suppose that this instability eases considerably and that the
world supply curve for crude oil becomes much flatter. Draw such a
curve, and explain its implications for the world economy and for
typical consumers.

Suppose that technological change affects the dairy industry in the same
way it has affected the computer industry. However, suppose that dairy
price supports remain in place. How would this affect government
spending on the dairy program? Use the model of demand and supply to
support your answer.

People often argue that there is a “shortage” of child care. Using the
model of demand and supply, evaluate whether this argument is likely
to be correct.

“During most of the past 50 years the United States has had a surplus of
farmers, and this has been the root of the farm problem.” Comment.
Suppose the Department of Agriculture ordered all farmers to reduce
the acreage they plant by 10%. Would you expect a 10% reduction in
food production? Why or why not?
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4.4 Review and Practice

10.

11.

12.

13.

14.

15.

The text argues that the increase in gasoline prices had a particularly
strong impact on low-income people. Name some other goods and
services for which a sharp increase in price would have a similar impact
on people with low incomes.

Suppose that the United States and the European Union impose a price
ceiling on crude oil of $25 per barrel. Explain, and illustrate graphically,
how this would affect the markets for crude oil and for gasoline in the
United States and in the European Union.

Given that rent controls can actually hurt low-income people, devise a
housing strategy that would provide affordable housing for those whose
incomes fall below the poverty line (in 2010, this was about $22,314 for a
family of four).

Using the model of demand and supply, show and explain how an
increase in the share individuals must pay directly for medical care
affects the quantity they consume. Explain how this would address the
total amount of spending on health care.

Given that people pay premiums for their health insurance, how can we
say that insurance lowers the prices people pay for health-care services?
Suppose that physicians now charge $30 for an office visit and insurance
policies require patients to pay 33 1/3% of the amount they pay the
physicians, so the out-of-pocket cost to consumers is $10 per visit. In an
effort to control costs, the government imposes a price ceiling of $27 per
office visit. Using a demand and supply model, show how this policy
would affect the market for health care.

Do you think the U.S. health-care system requires reform? Why or why
not? If you think reform is in order, explain the approach to reform you
advocate.
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NUMERICAL PROBLEMS

Problems 1-4 are based on the following demand and supply schedules for
corn (all quantities are in millions of bushels per year).

Price per bushel | Quantity demanded | Quantity supplied
$0 6 0
1 5 1
2 4 2
3 3 3
4 2 4
5 1 5
6 0 6

1. Draw the demand and supply curves for corn. What is the equilibrium
price? The equilibrium quantity?

2. Suppose the government now imposes a price floor at $4 per bushel.
Show the effect of this program graphically. How large is the surplus of
corn?

3. With the price floor, how much do farmers receive for their corn? How
much would they have received if there were no price floor?

4. 1If the government buys all the surplus wheat, how much will it spend?

Problems 5-9 are based on the following hypothetical demand and supply
curves for apartments

Number of Apts. Number of Apts.
Rent/Month
Demanded/Month Supplied/Month
$0 120,000 0
200 100,000 20,000
400 80,000 40,000
600 60,000 60,000
800 40,000 80,000
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4.4 Review and Practice

Number of Apts. Number of Apts.
Demanded/Month Supplied/Month
1000 20,000 100,000
1200 0 120,000

. Draw the demand and supply curves for apartments.
2. What is the equilibrium rent per month? At this rent, what is the

number of apartments demanded and supplied per month?

Suppose a ceiling on rents is set at $400 per month. Characterize the
situation that results from this policy.

. At the rent ceiling, how many apartments are demanded? How many are
supplied?

. How much are people willing to pay for the number of apartments
supplied at the ceiling? Describe the arrangements to which this

situation might lead.
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Elasticity: A Measure of Response

1. The ratio of the percentage
change in a dependent variable
to a percentage change in an
independent variable.

Start Up: Raise Fares? Lower Fares? What’s a Public
Transit Manager To Do?

Imagine that you are the manager of the public transportation system for a large
metropolitan area. Operating costs for the system have soared in the last few years,
and you are under pressure to boost revenues. What do you do?

An obvious choice would be to raise fares. That will make your customers angry, but
at least it will generate the extra revenue you need—or will it? The law of demand
says that raising fares will reduce the number of passengers riding on your system.
If the number of passengers falls only a little, then the higher fares that your
remaining passengers are paying might produce the higher revenues you need. But
what if the number of passengers falls by so much that your higher fares actually
reduce your revenues? If that happens, you will have made your customers mad and
your financial problem worse!

Maybe you should recommend lower fares. After all, the law of demand also says
that lower fares will increase the number of passengers. Having more people use
the public transportation system could more than offset a lower fare you collect
from each person. But it might not. What will you do?

Your job and the fiscal health of the public transit system are riding on your making
the correct decision. To do so, you need to know just how responsive the quantity
demanded is to a price change. You need a measure of responsiveness.

Economists use a measure of responsiveness called elasticity. Elasticity’ is the ratio
of the percentage change in a dependent variable to a percentage change in an
independent variable. If the dependent variable is y, and the independent variable
is x, then the elasticity of y with respect to a change in x is given by:

% change in y

e :
o % change in x
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A variable such as y is said to be more elastic (responsive) if the percentage change
iny is large relative to the percentage change in x. It is less elastic if the reverse is
true.

As manager of the public transit system, for example, you will want to know how
responsive the number of passengers on your system (the dependent variable) will
be to a change in fares (the independent variable). The concept of elasticity will
help you solve your public transit pricing problem and a great many other issues in
economics. We will examine several elasticities in this chapter—all will tell us how
responsive one variable is to a change in another.
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5.1 The Price Elasticity of Demand

2. The percentage change in
quantity demanded of a
particular good or service
divided by the percentage
change in the price of that
good or service, all other
things unchanged.

LEARNING OBJECTIVES

1. Explain the concept of price elasticity of demand and its calculation.

2. Explain what it means for demand to be price inelastic, unit price
elastic, price elastic, perfectly price inelastic, and perfectly price elastic.

3. Explain how and why the value of the price elasticity of demand changes
along a linear demand curve.

4. Understand the relationship between total revenue and price elasticity
of demand.

5. Discuss the determinants of price elasticity of demand.

We know from the law of demand how the quantity demanded will respond to a
price change: it will change in the opposite direction. But how much will it change?
It seems reasonable to expect, for example, that a 10% change in the price charged
for a visit to the doctor would yield a different percentage change in quantity
demanded than a 10% change in the price of a Ford Mustang. But how much is this
difference?

To show how responsive quantity demanded is to a change in price, we apply the
concept of elasticity. The price elasticity of demand’ for a good or service, ep, is

the percentage change in quantity demanded of a particular good or service divided
by the percentage change in the price of that good or service, all other things
unchanged. Thus we can write

Equation 5.1

% change in quantity demanded

€D - :
% change in price

Because the price elasticity of demand shows the responsiveness of quantity
demanded to a price change, assuming that other factors that influence demand are
unchanged, it reflects movements along a demand curve. With a downward-sloping
demand curve, price and quantity demanded move in opposite directions, so the
price elasticity of demand is always negative. A positive percentage change in price
implies a negative percentage change in quantity demanded, and vice versa.
Sometimes you will see the absolute value of the price elasticity measure reported.
In essence, the minus sign is ignored because it is expected that there will be a
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negative (inverse) relationship between quantity demanded and price. In this text,

however, we will retain the minus sign in reporting price elasticity of demand and

will say “the absolute value of the price elasticity of demand” when that is what we
are describing.

Heads Up!

Be careful not to confuse elasticity with slope. The slope of a line is the change
in the value of the variable on the vertical axis divided by the change in the
value of the variable on the horizontal axis between two points. Elasticity is the
ratio of the percentage changes. The slope of a demand curve, for example, is
the ratio of the change in price to the change in quantity between two points
on the curve. The price elasticity of demand is the ratio of the percentage
change in quantity to the percentage change in price. As we will see, when
computing elasticity at different points on a linear demand curve, the slope is
constant—that is, it does not change—but the value for elasticity will change.

Computing the Price Elasticity of Demand

Finding the price elasticity of demand requires that we first compute percentage
changes in price and in quantity demanded. We calculate those changes between
two points on a demand curve.

Figure 5.1 "Responsiveness and Demand" shows a particular demand curve, a linear
demand curve for public transit rides. Suppose the initial price is $0.80, and the
quantity demanded is 40,000 rides per day; we are at point A on the curve. Now
suppose the price falls to $0.70, and we want to report the responsiveness of the
quantity demanded. We see that at the new price, the quantity demanded rises to
60,000 rides per day (point B). To compute the elasticity, we need to compute the
percentage changes in price and in quantity demanded between points A and B.
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Figure 5.1 Responsiveness and Demand
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The demand curve shows how changes in price lead to changes in the quantity demanded. A movement from point A
to point B shows that a $0.10 reduction in price increases the number of rides per day by 20,000. A movement from B
to A is a $0.10 increase in price, which reduces quantity demanded by 20,000 rides per day.

We measure the percentage change between two points as the change in the
variable divided by the average value of the variable between the two points. Thus,
the percentage change in quantity between points A and B in Figure 5.1
"Responsiveness and Demand" is computed relative to the average of the quantity
values at points A and B: (60,000 + 40,000)/2 = 50,000. The percentage change in
quantity, then, is 20,000/50,000, or 40%. Likewise, the percentage change in price
between points A and B is based on the average of the two prices: ($0.80 + $0.70)/2 =
$0.75, and so we have a percentage change of -0.10/0.75, or -13.33%. The price

elasticity of demand between points A and B is thus 40%/(-13.33%) = -3.00.

This measure of elasticity, which is based on percentage changes relative to the
average value of each variable between two points, is called arc elasticity’. The arc
elasticity method has the advantage that it yields the same elasticity whether we go
from point A to point B or from point B to point A. It is the method we shall use to
compute elasticity.

For the arc elasticity method, we calculate the price elasticity of demand using the
average value of price, P, and the average value of quantity demanded, 0. We shall
3. Measure of elasticity based on | use the Greek letter A to mean “change in,” so the change in quantity between two
percentage changes relative to | 1,nint js AQ and the change in price is AP. Now we can write the formula for the

the average value of each . ..
variable between two points. price elasticity of demand as

5.1 The Price Elasticity of Demand 186



Chapter 5 Elasticity: A Measure of Response

Equation 5.2

AQIQ

e = —
P AP/

The price elasticity of demand between points A and B is thus:

20,000 40(7
40,000 + 60,000)/2
en (40,000 + 600002 _ . — 23.00
5010 13.33%
(30.80 + $0.70)/2

With the arc elasticity formula, the elasticity is the same whether we move from
point A to point B or from point B to point A. If we start at point B and move to
point A, we have:

-20,000
o — (60000 +400002" -40% 3.00
b 0.10 13.33% '
($0.70 + $0.80)/2

The arc elasticity method gives us an estimate of elasticity. It gives the value of
elasticity at the midpoint over a range of change, such as the movement between
points A and B. For a precise computation of elasticity, we would need to consider
the response of a dependent variable to an extremely small change in an
independent variable. The fact that arc elasticities are approximate suggests an
important practical rule in calculating arc elasticities: we should consider only
small changes in independent variables. We cannot apply the concept of arc
elasticity to large changes.

Another argument for considering only small changes in computing price
elasticities of demand will become evident in the next section. We will investigate
what happens to price elasticities as we move from one point to another along a
linear demand curve.
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Heads Up!

Notice that in the arc elasticity formula, the method for computing a
percentage change differs from the standard method with which you may be
familiar. That method measures the percentage change in a variable relative to
its original value. For example, using the standard method, when we go from
point A to point B, we would compute the percentage change in quantity as
20,000/40,000 = 50%. The percentage change in price would be -$0.10/$0.80 =
-12.5%. The price elasticity of demand would then be 50%/(-12.5%) = -4.00.
Going from point B to point A, however, would yield a different elasticity. The
percentage change in quantity would be -20,000/60,000, or -33.33%. The
percentage change in price would be $0.10/$0.70 = 14.29%. The price elasticity
of demand would thus be -33.33%/14.29% = -2.33. By using the average quantity
and average price to calculate percentage changes, the arc elasticity approach
avoids the necessity to specify the direction of the change and, thereby, gives
us the same answer whether we go from A to B or from B to A.

Price Elasticities Along a Linear Demand Curve

What happens to the price elasticity of demand when we travel along the demand
curve? The answer depends on the nature of the demand curve itself. On a linear
demand curve, such as the one in Figure 5.2 "Price Elasticities of Demand for a
Linear Demand Curve", elasticity becomes smaller (in absolute value) as we travel
downward and to the right.

Figure 5.2 Price Elasticities of Demand for a Linear Demand Curve
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4. A firm’s output multiplied by
the price at which it sells that
output.

The price elasticity of demand varies between different pairs of points along a linear demand curve. The lower the
price and the greater the quantity demanded, the lower the absolute value of the price elasticity of demand.

Figure 5.2 "Price Elasticities of Demand for a Linear Demand Curve" shows the same
demand curve we saw in Figure 5.1 "Responsiveness and Demand". We have already

calculated the price elasticity of demand between points A and B; it equals -3.00.
Notice, however, that when we use the same method to compute the price elasticity
of demand between other sets of points, our answer varies. For each of the pairs of
points shown, the changes in price and quantity demanded are the same (a $0.10
decrease in price and 20,000 additional rides per day, respectively). But at the high
prices and low quantities on the upper part of the demand curve, the percentage
change in quantity is relatively large, whereas the percentage change in price is
relatively small. The absolute value of the price elasticity of demand is thus
relatively large. As we move down the demand curve, equal changes in quantity
represent smaller and smaller percentage changes, whereas equal changes in price
represent larger and larger percentage changes, and the absolute value of the
elasticity measure declines. Between points C and D, for example, the price
elasticity of demand is -1.00, and between points E and F the price elasticity of
demand is -0.33.

On a linear demand curve, the price elasticity of demand varies depending on the
interval over which we are measuring it. For any linear demand curve, the absolute
value of the price elasticity of demand will fall as we move down and to the right
along the curve.

The Price Elasticity of Demand and Changes in Total Revenue

Suppose the public transit authority is considering raising fares. Will its total
revenues go up or down? Total revenue’ is the price per unit times the number of
units sold.Notice that since the number of units sold of a good is the same as the
number of units bought, the definition for total revenue could also be used to define
total spending. Which term we use depends on the question at hand. If we are
trying to determine what happens to revenues of sellers, then we are asking about
total revenue. If we are trying to determine how much consumers spend, then we
are asking about total spending. In this case, it is the fare times the number of
riders. The transit authority will certainly want to know whether a price increase
will cause its total revenue to rise or fall. In fact, determining the impact of a price
change on total revenue is crucial to the analysis of many problems in economics.

We will do two quick calculations before generalizing the principle involved. Given
the demand curve shown in Figure 5.2 "Price Elasticities of Demand for a Linear
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Demand Curve", we see that at a price of $0.80, the transit authority will sell 40,000
rides per day. Total revenue would be $32,000 per day ($0.80 times 40,000). If the
price were lowered by $0.10 to $0.70, quantity demanded would increase to 60,000
rides and total revenue would increase to $42,000 ($0.70 times 60,000). The
reduction in fare increases total revenue. However, if the initial price had been $0.30
and the transit authority reduced it by $0.10 to $0.20, total revenue would decrease
from $42,000 ($0.30 times 140,000) to $32,000 ($0.20 times 160,000). So it appears
that the impact of a price change on total revenue depends on the initial price and,
by implication, the original elasticity. We generalize this point in the remainder of
this section.

The problem in assessing the impact of a price change on total revenue of a good or
service is that a change in price always changes the quantity demanded in the
opposite direction. An increase in price reduces the quantity demanded, and a
reduction in price increases the quantity demanded. The question is how much.
Because total revenue is found by multiplying the price per unit times the quantity
demanded, it is not clear whether a change in price will cause total revenue to rise
or fall.

We have already made this point in the context of the transit authority. Consider
the following three examples of price increases for gasoline, pizza, and diet cola.

Suppose that 1,000 gallons of gasoline per day are demanded at a price of $4.00 per
gallon. Total revenue for gasoline thus equals $4,000 per day (=1,000 gallons per day
times $4.00 per gallon). If an increase in the price of gasoline to $4.25 reduces the
quantity demanded to 950 gallons per day, total revenue rises to $4,037.50 per day
(=950 gallons per day times $4.25 per gallon). Even though people consume less
gasoline at $4.25 than at $4.00, total revenue rises because the higher price more
than makes up for the drop in consumption.

Next consider pizza. Suppose 1,000 pizzas per week are demanded at a price of $9
per pizza. Total revenue for pizza equals $9,000 per week (=1,000 pizzas per week
times $9 per pizza). If an increase in the price of pizza to $10 per pizza reduces
quantity demanded to 900 pizzas per week, total revenue will still be $9,000 per
week (=900 pizzas per week times $10 per pizza). Again, when price goes up,
consumers buy less, but this time there is no change in total revenue.

Now consider diet cola. Suppose 1,000 cans of diet cola per day are demanded at a
price of $0.50 per can. Total revenue for diet cola equals $500 per day (=1,000 cans
per day times $0.50 per can). If an increase in the price of diet cola to $0.55 per can
reduces quantity demanded to 880 cans per month, total revenue for diet cola falls
to $484 per day (=880 cans per day times $0.55 per can). As in the case of gasoline,

5.1 The Price Elasticity of Demand 190



Chapter 5 Elasticity: A Measure of Response

5. Situation in which the absolute
value of the price elasticity of
demand is greater than 1.

6. Situation in which the absolute
value of the price elasticity of
demand is equal to 1.

7. Situation in which the absolute
value of the price of elasticity
of demand is less than 1.

people will buy less diet cola when the price rises from $0.50 to $0.55, but in this
example total revenue drops.

In our first example, an increase in price increased total revenue. In the second, a
price increase left total revenue unchanged. In the third example, the price rise
reduced total revenue. Is there a way to predict how a price change will affect total
revenue? There is; the effect depends on the price elasticity of demand.

Elastic, Unit Elastic, and Inelastic Demand

To determine how a price change will affect total revenue, economists place price
elasticities of demand in three categories, based on their absolute value. If the
absolute value of the price elasticity of demand is greater than 1, demand is termed
price elastic’. If it is equal to 1, demand is unit price elastic’. And if it is less than
1, demand is price inelastic’.

Relating Elasticity to Changes in Total Revenue

When the price of a good or service changes, the quantity demanded changes in the
opposite direction. Total revenue will move in the direction of the variable that
changes by the larger percentage. If the variables move by the same percentage,
total revenue stays the same. If quantity demanded changes by a larger percentage
than price (i.e., if demand is price elastic), total revenue will change in the direction
of the quantity change. If price changes by a larger percentage than quantity
demanded (i.e., if demand is price inelastic), total revenue will move in the
direction of the price change. If price and quantity demanded change by the same
percentage (i.e., if demand is unit price elastic), then total revenue does not change.

When demand is price inelastic, a given percentage change in price results in a
smaller percentage change in quantity demanded. That implies that total revenue
will move in the direction of the price change: a reduction in price will reduce total
revenue, and an increase in price will increase it.

Consider the price elasticity of demand for gasoline. In the example above, 1,000
gallons of gasoline were purchased each day at a price of $4.00 per gallon; an
increase in price to $4.25 per gallon reduced the quantity demanded to 950 gallons
per day. We thus had an average quantity of 975 gallons per day and an average
price of $4.125. We can thus calculate the arc price elasticity of demand for
gasoline:

Percentage change in quantity demanded = —50/975 = —-5.1%
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Percentage change in price = 0.25/4.125 = 6.06%
Price elasticity of demand = —5.1%/6.06% = —0.84

The demand for gasoline is price inelastic, and total revenue moves in the direction

of the price change. When price rises, total revenue rises. Recall that in our example
above, total spending on gasoline (which equals total revenues to sellers) rose from

$4,000 per day (=1,000 gallons per day times $4.00) to $4037.50 per day (=950 gallons

per day times $4.25 per gallon).

When demand is price inelastic, a given percentage change in price results in a
smaller percentage change in quantity demanded. That implies that total revenue
will move in the direction of the price change: an increase in price will increase
total revenue, and a reduction in price will reduce it.

Consider again the example of pizza that we examined above. At a price of $9 per
pizza, 1,000 pizzas per week were demanded. Total revenue was $9,000 per week
(=1,000 pizzas per week times $9 per pizza). When the price rose to $10, the quantity
demanded fell to 900 pizzas per week. Total revenue remained $9,000 per week
(=900 pizzas per week times $10 per pizza). Again, we have an average quantity of
950 pizzas per week and an average price of $9.50. Using the arc elasticity method,
we can compute:

Percentage change in quantity demanded = —100/950 = —10.5%
Percentage change in price = $1.00/$9.50 = 10.5%
Price elasticity of demand = —10.5%/10.5% = —1.0

Demand is unit price elastic, and total revenue remains unchanged. Quantity
demanded falls by the same percentage by which price increases.

Consider next the example of diet cola demand. At a price of $0.50 per can, 1,000
cans of diet cola were purchased each day. Total revenue was thus $500 per day
(=$0.50 per can times 1,000 cans per day). An increase in price to $0.55 reduced the
quantity demanded to 880 cans per day. We thus have an average quantity of 940
cans per day and an average price of $0.525 per can. Computing the price elasticity
of demand for diet cola in this example, we have:

Percentage change in quantity demanded = —120/940 = —12.8%
Percentage change in price = $0.05/80.525 = 9.5%
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Price elasticity of demand = —12.8%/9.5% = —1.3

The demand for diet cola is price elastic, so total revenue moves in the direction of
the quantity change. It falls from $500 per day before the price increase to $484 per
day after the price increase.

A demand curve can also be used to show changes in total revenue. Figure 5.3
1

'Changes in Total Revenue and a Linear Demand Curve" shows the demand curve
from Figure 5.1 "Responsiveness and Demand" and Figure 5.2 "Price Elasticities of
Demand for a Linear Demand Curve". At point A, total revenue from public transit
rides is given by the area of a rectangle drawn with point A in the upper right-hand
corner and the origin in the lower left-hand corner. The height of the rectangle is
price; its width is quantity. We have already seen that total revenue at point A is
$32,000 ($0.80 x 40,000). When we reduce the price and move to point B, the
rectangle showing total revenue becomes shorter and wider. Notice that the area
gained in moving to the rectangle at B is greater than the area lost; total revenue
rises to $42,000 ($0.70 x 60,000). Recall from Figure 5.2 "Price Elasticities of Demand
for a Linear Demand Curve" that demand is elastic between points A and B. In
general, demand is elastic in the upper half of any linear demand curve, so total
revenue moves in the direction of the quantity change.

Figure 5.3 Changes in Total Revenue and a Linear Demand Curve
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Moving from point A to point B implies a reduction in price and an increase in the quantity demanded. Demand is
elastic between these two points. Total revenue, shown by the areas of the rectangles drawn from points A and B to
the origin, rises. When we move from point E to point F, which is in the inelastic region of the demand curve, total
revenue falls.
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A movement from point E to point F also shows a reduction in price and an increase
in quantity demanded. This time, however, we are in an inelastic region of the
demand curve. Total revenue now moves in the direction of the price change—it
falls. Notice that the rectangle drawn from point F is smaller in area than the
rectangle drawn from point E, once again confirming our earlier calculation.

t An increase in price... l reduces total revenue.

l A reduction in price... ' Increases total revenue.

Total revenue moves in the direction of the quantity change.

An increase in price... Increases total revenue.

A reduction in price... reduces total revenue.

Total revenue moves in the direction of the price change.

t An increase in price... @ nochangein total revenue.
1 A reduction in price... @ nochange in total revenue.

Total revenue does not change as price changes.

We have noted that a linear demand curve is more elastic where prices are
relatively high and quantities relatively low and less elastic where prices are
relatively low and quantities relatively high. We can be even more specific. For any
linear demand curve, demand will be price elastic in the upper half of the curve and price
inelastic in its lower half. At the midpoint of a linear demand curve, demand is unit price
elastic.

Constant Price Elasticity of Demand Curves

Figure 5.4 "Demand Curves with Constant Price Elasticities" shows four demand
curves over which price elasticity of demand is the same at all points. The demand
curve in Panel (a) is vertical. This means that price changes have no effect on
quantity demanded. The numerator of the formula given in Equation 5.1 for the
price elasticity of demand (percentage change in quantity demanded) is zero. The
price elasticity of demand in this case is therefore zero, and the demand curve is
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8. Situation in which the price
elasticity of demand is zero.

9. Situation in which the price
elasticity of demand is infinite.

said to be perfectly inelastic®. This is a theoretically extreme case, and no good
that has been studied empirically exactly fits it. A good that comes close, at least
over a specific price range, is insulin. A diabetic will not consume more insulin as its
price falls but, over some price range, will consume the amount needed to control
the disease.

Figure 5.4 Demand Curves with Constant Price Elasticities
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The demand curve in Panel (a) is perfectly inelastic. The demand curve in Panel (b) is perfectly elastic. Price
elasticity of demand is -1.00 all along the demand curve in Panel (c), whereas it is -0.50 all along the demand curve
in Panel (d).

As illustrated in Figure 5.4 "Demand Curves with Constant Price Elasticities",
several other types of demand curves have the same elasticity at every point on

them. The demand curve in Panel (b) is horizontal. This means that even the
smallest price changes have enormous effects on quantity demanded. The
denominator of the formula given in Equation 5.1 for the price elasticity of demand
(percentage change in price) approaches zero. The price elasticity of demand in this
case is therefore infinite, and the demand curve is said to be perfectly
elastic’.Division by zero results in an undefined solution. Saying that the price
elasticity of demand is infinite requires that we say the denominator “approaches”
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zero. This is the type of demand curve faced by producers of standardized products
such as wheat. If the wheat of other farms is selling at $4 per bushel, a typical farm
can sell as much wheat as it wants to at $4 but nothing at a higher price and would

have no reason to offer its wheat at a lower price.

The nonlinear demand curves in Panels (c) and (d) have price elasticities of demand
that are negative; but, unlike the linear demand curve discussed above, the value of
the price elasticity is constant all along each demand curve. The demand curve in
Panel (c) has price elasticity of demand equal to -1.00 throughout its range; in Panel
(d) the price elasticity of demand is equal to -0.50 throughout its range. Empirical
estimates of demand often show curves like those in Panels (c) and (d) that have the
same elasticity at every point on the curve.

Heads Up!

Do not confuse price inelastic demand and perfectly inelastic demand. Perfectly
inelastic demand means that the change in quantity is zero for any percentage
change in price; the demand curve in this case is vertical. Price inelastic
demand means only that the percentage change in quantity is less than the
percentage change in price, not that the change in quantity is zero. With price
inelastic (as opposed to perfectly inelastic) demand, the demand curve itself is
still downward sloping.

Determinants of the Price Elasticity of Demand

The greater the absolute value of the price elasticity of demand, the greater the
responsiveness of quantity demanded to a price change. What determines whether
demand is more or less price elastic? The most important determinants of the price
elasticity of demand for a good or service are the availability of substitutes, the
importance of the item in household budgets, and time.

Availability of Substitutes

The price elasticity of demand for a good or service will be greater in absolute value
if many close substitutes are available for it. If there are lots of substitutes for a
particular good or service, then it is easy for consumers to switch to those
substitutes when there is a price increase for that good or service. Suppose, for
example, that the price of Ford automobiles goes up. There are many close

5.1 The Price Elasticity of Demand 196



Chapter 5 Elasticity: A Measure of Response

substitutes for Fords—Chevrolets, Chryslers, Toyotas, and so on. The availability of
close substitutes tends to make the demand for Fords more price elastic.

If a good has no close substitutes, its demand is likely to be somewhat less price
elastic. There are no close substitutes for gasoline, for example. The price elasticity
of demand for gasoline in the intermediate term of, say, three-nine months is
generally estimated to be about -0.5. Since the absolute value of price elasticity is
less than 1, it is price inelastic. We would expect, though, that the demand for a
particular brand of gasoline will be much more price elastic than the demand for
gasoline in general.

Importance in Household Budgets

One reason price changes affect quantity demanded is that they change how much a
consumer can buy; a change in the price of a good or service affects the purchasing
power of a consumer’s income and thus affects the amount of a good the consumer
will buy. This effect is stronger when a good or service is important in a typical
household’s budget.

A change in the price of jeans, for example, is probably more important in your
budget than a change in the price of pencils. Suppose the prices of both were to
double. You had planned to buy four pairs of jeans this year, but now you might
decide to make do with two new pairs. A change in pencil prices, in contrast, might
lead to very little reduction in quantity demanded simply because pencils are not
likely to loom large in household budgets. The greater the importance of an item in
household budgets, the greater the absolute value of the price elasticity of demand
is likely to be.

Time

Suppose the price of electricity rises tomorrow morning. What will happen to the
quantity demanded?

The answer depends in large part on how much time we allow for a response. If we
are interested in the reduction in quantity demanded by tomorrow afternoon, we
can expect that the response will be very small. But if we give consumers a year to
respond to the price change, we can expect the response to be much greater. We
expect that the absolute value of the price elasticity of demand will be greater when
more time is allowed for consumer responses.
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Consider the price elasticity of crude oil demand. Economist John C. B. Cooper
estimated short- and long-run price elasticities of demand for crude oil for 23
industrialized nations for the period 1971-2000. Professor Cooper found that for
virtually every country, the price elasticities were negative, and the long-run price
elasticities were generally much greater (in absolute value) than were the short-run
price elasticities. His results are reported in Table 5.1 "Short- and Long-Run Price
Elasticities of the Demand for Crude Oil in 23 Countries". As you can see, the
research was reported in a journal published by OPEC (Organization of Petroleum
Exporting Countries), an organization whose members have profited greatly from
the inelasticity of demand for their product. By restricting supply, OPEC, which
produces about 45% of the world’s crude oil, is able to put upward pressure on the
price of crude. That increases OPEC’s (and all other oil producers’) total revenues
and reduces total costs.

Table 5.1 Short- and Long-Run Price Elasticities of the Demand for Crude Oil in 23

Countries
Australia -0.034 -0.068
Austria -0.059 -0.092
Canada -0.041 -0.352
China 0.001 0.005
Denmark -0.026 -0.191
Finland -0.016 -0.033
France -0.069 -0.568
Germany -0.024 -0.279
Greece -0.055 -0.126
Iceland -0.109 -0.452
Ireland -0.082 -0.196
Italy -0.035 -0.208
Japan -0.071 -0.357
Korea -0.094 -0.178
Netherlands -0.057 -0.244
New Zealand -0.054 -0.326
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Short-Run Price Elasticity of Long-Run Price Elasticity of
Country
Demand Demand

Norway -0.026 -0.036
Portugal 0.023 0.038
Spain -0.087 -0.146
Sweden -0.043 -0.289
Switzerland -0.030 -0.056
United -0.068 -0.182
Kingdom ’ ’
United States -0.061 -0.453

For most countries, price elasticity of demand for crude oil tends to be greater (in
absolute value) in the long run than in the short run.

Source: John C. B. Cooper, “Price Elasticity of Demand for Crude Oil: Estimates from
23 Countries,” OPEC Review: Energy Economics & Related Issues 27:1 (March 2003): 4.
The estimates are based on data for the period 1971-2000, except for China and
South Korea, where the period is 1979-2000. While the price elasticities for China
and Portugal were positive, they were not statistically significant.

KEY TAKEAWAYS

« The price elasticity of demand measures the responsiveness of quantity
demanded to changes in price; it is calculated by dividing the percentage
change in quantity demanded by the percentage change in price.

« Demand is price inelastic if the absolute value of the price elasticity of
demand is less than 1; it is unit price elastic if the absolute value is equal
to 1; and it is price elastic if the absolute value is greater than 1.

« Demand is price elastic in the upper half of any linear demand curve and
price inelastic in the lower half. It is unit price elastic at the midpoint.

« When demand is price inelastic, total revenue moves in the direction of
a price change. When demand is unit price elastic, total revenue does
not change in response to a price change. When demand is price elastic,
total revenue moves in the direction of a quantity change.

« The absolute value of the price elasticity of demand is greater when
substitutes are available, when the good is important in household
budgets, and when buyers have more time to adjust to changes in the
price of the good.
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TRY IT!

You are now ready to play the part of the manager of the public transit
system. Your finance officer has just advised you that the system faces a
deficit. Your board does not want you to cut service, which means that you
cannot cut costs. Your only hope is to increase revenue. Would a fare
increase boost revenue?

You consult the economist on your staff who has researched studies on
public transportation elasticities. She reports that the estimated price
elasticity of demand for the first few months after a price change is about
-0.3, but that after several years, it will be about -1.5.

1. Explain why the estimated values for price elasticity of demand differ.

2. Compute what will happen to ridership and revenue over the next few
months if you decide to raise fares by 5%.

3. Compute what will happen to ridership and revenue over the next few
years if you decide to raise fares by 5%.

4. What happens to total revenue now and after several years if you choose
to raise fares?
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5.1 The Price Elasticity of Demand

Case in Point: Elasticity and Stop Lights
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We all face the situation every day. You are approaching an intersection. The
yellow light comes on. You know that you are supposed to slow down, but you
are in a bit of a hurry. So, you speed up a little to try to make the light. But the
red light flashes on just before you get to the intersection. Should you risk it
and go through?

Many people faced with that situation take the risky choice. In 1998, 2,000
people in the United States died as a result of drivers running red lights at
intersections. In an effort to reduce the number of drivers who make such
choices, many areas have installed cameras at intersections. Drivers who run
red lights have their pictures taken and receive citations in the mail. This
enforcement method, together with recent increases in the fines for driving
through red lights at intersections, has led to an intriguing application of the
concept of elasticity. Economists Avner Bar-Ilan of the University of Haifa in
Israel and Bruce Sacerdote of Dartmouth University have estimated what is, in
effect, the price elasticity for driving through stoplights with respect to traffic
fines at intersections in Israel and in San Francisco.

In December 1996, Israel sharply increased the fine for driving through a red
light. The old fine of 400 shekels (this was equal at that time to $122 in the
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United States) was increased to 1,000 shekels ($305). In January 1998, California
raised its fine for the offense from $104 to $271. The country of Israel and the
city of San Francisco installed cameras at several intersections. Drivers who
ignored stoplights got their pictures taken and automatically received citations
imposing the new higher fines.

We can think of driving through red lights as an activity for which there is a
demand—after all, ignoring a red light speeds up one’s trip. It may also
generate satisfaction to people who enjoy disobeying traffic laws. The concept
of elasticity gives us a way to show just how responsive drivers were to the
increase in fines.

Professors Bar-Ilan and Sacerdote obtained information on all the drivers cited
at 73 intersections in Israel and eight intersections in San Francisco. For Israel,
for example, they defined the period January 1992 to June 1996 as the “before”
period. They compared the number of violations during the before period to
the number of violations from July 1996 to December 1999—the “after”
period—and found there was a reduction in tickets per driver of 31.5 per cent.
Specifically, the average number of tickets per driver was 0.073 during the
period before the increase; it fell to 0.050 after the increase. The increase in the
fine was 150 per cent. (Note that, because they were making a “before” and
“after” calculation, the authors used the standard method described in the
Heads Up! on computing a percentage change—i.e., they computed the
percentage changes in comparison to the original values instead of the average
value of the variables.) The elasticity of citations with respect to the fine was
thus -0.21 (= -31.5%/150%).

The economists estimated elasticities for particular groups of people. For
example, young people (age 17-30) had an elasticity of -0.36; people over the
age of 30 had an elasticity of -0.16. In general, elasticities fell in absolute value
as income rose. For San Francisco and Israel combined, the elasticity was
between -0.26 and -0.33.

In general, the results showed that people responded rationally to the increases
in fines. Increasing the price of a particular behavior reduced the frequency of
that behavior. The study also points out the effectiveness of cameras as an
enforcement technique. With cameras, violators can be certain they will be
cited if they ignore a red light. And reducing the number of people running red
lights clearly saves lives.
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Source: Avner Bar-Ilan and Bruce Sacerdote. “The Response of Criminals and
Non-Criminals to Fines.” Journal of Law and Economics, 47:1 (April 2004): 1-17.

ANSWERS TO TRY IT! PROBLEMS

1. The absolute value of price elasticity of demand tends to be greater
when more time is allowed for consumers to respond. Over time, riders
of the commuter rail system can organize car pools, move, or otherwise
adjust to the fare increase.

2. Using the formula for price elasticity of demand and plugging in values
for the estimate of price elasticity (-0.5) and the percentage change in
price (5%) and then rearranging terms, we can solve for the percentage
change in quantity demanded as: ep = %A in Q/%A in P; -0.5 = %A in
Q/5%; (-0.5)(5%) = %A in Q = -2.5%. Ridership falls by 2.5% in the first few
months.

3. Using the formula for price elasticity of demand and plugging in values
for the estimate of price elasticity over a few years (-1.5) and the
percentage change in price (5%), we can solve for the percentage change
in quantity demanded as ep = %A in Q/%A in P ; -1.5 = %A in Q/5%;
(-1.5)(5%) = %A in Q = -7.5%. Ridership falls by 7.5% over a few years.

4, Total revenue rises immediately after the fare increase, since demand
over the immediate period is price inelastic. Total revenue falls after a
few years, since demand changes and becomes price elastic.
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5.2 Responsiveness of Demand to Other Factors

10. The percentage change in
quantity demanded at a
specific price divided by the
percentage change in income
that produced the demand
change, all other things
unchanged.

LEARNING OBJECTIVES

1. Explain the concept of income elasticity of demand and its calculation.

2. Classify goods as normal or inferior depending on their income elasticity
of demand.

3. Explain the concept of cross price elasticity of demand and its
calculation.

4. Classify goods as substitutes or complements depending on their cross
price elasticity of demand.

Although the response of quantity demanded to changes in price is the most widely
used measure of elasticity, economists are interested in the response to changes in
the demand shifters as well. Two of the most important measures show how
demand responds to changes in income and to changes in the prices of related
goods and services.

Income Elasticity of Demand

We saw in the chapter that introduced the model of demand and supply that the
demand for a good or service is affected by income. We measure the income
elasticity of demand'’, ey, as the percentage change in quantity demanded at a

specific price divided by the percentage change in income that produced the demand
change, all other things unchanged:

Equation 5.3

% change in quantity demanded

€y T
% change in income

The symbol Y is often used in economics to represent income. Because income
elasticity of demand reports the responsiveness of quantity demanded to a change
in income, all other things unchanged (including the price of the good), it reflects a
shift in the demand curve at a given price. Remember that price elasticity of
demand reflects movements along a demand curve in response to a change in price.
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A positive income elasticity of demand means that income and demand move in the
same direction—an increase in income increases demand, and a reduction in
income reduces demand. As we learned, a good whose demand rises as income rises
is called a normal good.

Studies show that most goods and services are normal, and thus their income
elasticities are positive. Goods and services for which demand is likely to move in
the same direction as income include housing, seafood, rock concerts, and medical
services.

If a good or service is inferior, then an increase in income reduces demand for the
good. That implies a negative income elasticity of demand. Goods and services for
which the income elasticity of demand is likely to be negative include used clothing,
beans, and urban public transit. For example, the studies we have already cited
concerning the demands for urban public transit in France and in Madrid found the
long-run income elasticities of demand to be negative (-0.23 in France and -0.25 in
Madrid).See Georges Bresson, Joyce Dargay, Jean-Loup Madre, and Alain Pirotte,
“Economic and Structural Determinants of the Demand for French Transport: An
Analysis on a Panel of French Urban Areas Using Shrinkage Estimators.”
Transportation Research: Part A 38: 4 (May 2004): 269-285. See also Anna Matas.
“Demand and Revenue Implications of an Integrated Transport Policy: The Case of
Madrid.” Transport Reviews 24:2 (March 2004): 195-217.

t An increase in income... t increases demand.
l A decrease in income... l decreases demand.
 Anincrease in income... . decreases demand.

A decregse in income... ' increases demand.
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11. It equals the percentage
change in the quantity
demanded of one good or
service at a specific price
divided by the percentage
change in the price of a related
good or service.

When we compute the income elasticity of demand, we are looking at the change in
the quantity demanded at a specific price. We are thus dealing with a change that
shifts the demand curve. An increase in income shifts the demand for a normal
good to the right; it shifts the demand for an inferior good to the left.

Cross Price Elasticity of Demand

The demand for a good or service is affected by the prices of related goods or
services. A reduction in the price of salsa, for example, would increase the demand
for chips, suggesting that salsa is a complement of chips. A reduction in the price of
chips, however, would reduce the demand for peanuts, suggesting that chips are a
substitute for peanuts.

The measure economists use to describe the responsiveness of demand for a good or
service to a change in the price of another good or service is called the cross price
elasticity of demand'', ¢y p. It equals the percentage change in the quantity
demanded of one good or service at a specific price divided by the percentage change
in the price of a related good or service. We are varying the price of a related good
when we consider the cross price elasticity of demand, so the response of quantity
demanded is shown as a shift in the demand curve.

The cross price elasticity of the demand for good A with respect to the price of good
B is given by:

Equation 5.4

% change in quantity demanded of good A

€AB =

% change in price of good B

Cross price elasticities of demand define whether two goods are substitutes,
complements, or unrelated. If two goods are substitutes, an increase in the price of
one will lead to an increase in the demand for the other—the cross price elasticity
of demand is positive. If two goods are complements, an increase in the price of one
will lead to a reduction in the demand for the other—the cross price elasticity of
demand is negative. If two goods are unrelated, a change in the price of one will not
affect the demand for the other—the cross price elasticity of demand is zero.
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t An increase in Py... t increases demand for good A.

l A decrease in Pg... l decreases demand for good A.

A

] “ Anincreasein Py... J L decreases demand for good A.

&
M A decrease in Py... u j increases demand for good A.

¥

An examination of the demand for local television advertising with respect to the
price of local radio advertising revealed that the two goods are clearly substitutes. A
10 per cent increase in the price of local radio advertising led to a 10 per cent
increase in demand for local television advertising, so that the cross price elasticity
of demand for local television advertising with respect to changes in the price of
radio advertising was 1.0.Robert B. Ekelund, S. Ford, and John D. Jackson. “Are Local
TV Markets Separate Markets?” International Journal of the Economics of Business 7:1
(2000): 79-97.
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Heads Up!

Notice that with income elasticity of demand and cross price elasticity of
demand we are primarily concerned with whether the measured value of these
elasticities is positive or negative. In the case of income elasticity of demand
this tells us whether the good or service is normal or inferior. In the case of
cross price elasticity of demand it tells us whether two goods are substitutes or
complements. With price elasticity of demand we were concerned with whether
the measured absolute value of this elasticity was greater than, less than, or
equal to 1, because this gave us information about what happens to total
revenue as price changes. The terms elastic and inelastic apply to price
elasticity of demand. They are not used to describe income elasticity of demand
or cross price elasticity of demand.

KEY TAKEAWAYS

« The income elasticity of demand reflects the responsiveness of demand
to changes in income. It is the percentage change in quantity demanded
at a specific price divided by the percentage change in income, ceteris
paribus.

« Income elasticity is positive for normal goods and negative for inferior
goods.

« The cross price elasticity of demand measures the way demand for one
good or service responds to changes in the price of another. It is the
percentage change in the quantity demanded of one good or service at a
specific price divided by the percentage change in the price of another
good or service, all other things unchanged.

« Cross price elasticity is positive for substitutes, negative for
complements, and zero for goods or services whose demands are
unrelated.
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TRY IT!

Suppose that when the price of bagels rises by 10%, the demand for cream
cheese falls by 3% at the current price, and that when income rises by 10%,
the demand for bagels increases by 1% at the current price. Calculate the
cross price elasticity of demand for cream cheese with respect to the price of
bagels and tell whether bagels and cream cheese are substitutes or
complements. Calculate the income elasticity of demand and tell whether
bagels are normal or inferior.
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Case in Point: Various Demand Elasticities for
Conventional and Organic Milk

© Thinkstock

Peruse the milk display at any supermarket and you will see a number of items
that you would not have seen a decade ago. Choices include fat content; with or
without lactose; animal milks or milk substitutes, such as soy or almond milk;
flavors; and organic or conventional milk. Whereas in the 1990s only specialty
stores stocked organic milk, today it is readily available in most supermarkets.
In fact, the market share for organic milk has grown, as sales of conventional
milk have been fairly constant while sales of organic milk have increased.

Professors Pedro Alviola and Oral Capps have estimated various demand
elasticities associated with conventional and organic milk, based on a study of
38,000 households. Their results are summarized in the following table.

Elasticity Measure | Organic Milk | Conventional Milk
Own-price elasticity -2.00 -0.87
Cross-price elasticity 0.70 0.18
Income elasticity 0.27 -0.01

Organic milk is price elastic, while conventional milk is price inelastic. Both
cross-price elasticities are positive, indicating that these two kinds of milk are
substitutes but their estimated values differ. In particular, a 1% increase in the
price of conventional milk leads to a 0.70% increase in the quantity demanded
of organic milk, while a 1% increase in the price of organic milk leads to an
increase in the quantity demanded of conventional milk of only 0.18%. This
asymmetry suggests that organic milk consumers have considerable reluctance
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in switching back to what they may perceive as a lower-quality product. Finally,
the income elasticity estimates suggest that organic milk is a normal good,
while conventional milk is an inferior good. As might be expected, in the
sample used in the study, purchasers of organic milk are more affluent as a
group than are purchasers of conventional milk.

Being a fairly new product, organic milk studies are just becoming available and
the authors point out that other researchers using different data sets have
calculated different values for these elasticities. Over time, as more data
become available and various studies are compared, this type of work is likely
to influence milk marketing and pricing.

Source: Pedro A. Alviola IV and Oral Capps Jr., “Household Demand Analysis of
Organic and Conventional Fluid Milk in the United States Based on the 2004
Nielsen Homescan Panel,” Agribusiness 26:3 (2010): 369-388.

ANSWER TO TRY IT! PROBLEM

Using the formula for cross price elasticity of demand, we find that eap =
(-3%)/(10%) = -0.3. Since the eap is negative, bagels and cream cheese are
complements. Using the formula for income elasticity of demand, we find
that ey = (+1%)/(10%) = +0.1. Since ey is positive, bagels are a normal good.

5.2 Responsiveness of Demand to Other Factors 211



Chapter 5 Elasticity: A Measure of Response

5.3 Price Elasticity of Supply

LEARNING OBJECTIVES

1. Explain the concept of elasticity of supply and its calculation.

2. Explain what it means for supply to be price inelastic, unit price elastic,
price elastic, perfectly price inelastic, and perfectly price elastic.

3. Explain why time is an important determinant of price elasticity of
supply.

4. Apply the concept of price elasticity of supply to the labor supply curve.

The elasticity measures encountered so far in this chapter all relate to the demand
side of the market. It is also useful to know how responsive quantity supplied is to a
change in price.

Suppose the demand for apartments rises. There will be a shortage of apartments at
the old level of apartment rents and pressure on rents to rise. All other things
unchanged, the more responsive the quantity of apartments supplied is to changes
in monthly rents, the lower the increase in rent required to eliminate the shortage
and to bring the market back to equilibrium. Conversely, if quantity supplied is less
responsive to price changes, price will have to rise more to eliminate a shortage
caused by an increase in demand.

This is illustrated in Figure 5.5 "Increase in Apartment Rents Depends on How
Responsive Supply Is". Suppose the rent for a typical apartment had been Ry and

the quantity Qo when the demand curve was D; and the supply curve was either S;
(a supply curve in which quantity supplied is less responsive to price changes) or S;

(a supply curve in which quantity supplied is more responsive to price changes).
Note that with either supply curve, equilibrium price and quantity are initially the
same. Now suppose that demand increases to D7, perhaps due to population growth.

With supply curve Sy, the price (rent in this case) will rise to R; and the quantity of
apartments will rise to Q;. If, however, the supply curve had been S;, the rent would
only have to rise to Ry to bring the market back to equilibrium. In addition, the new
equilibrium number of apartments would be higher at Q,. Supply curve S; shows

greater responsiveness of quantity supplied to price change than does supply curve
S1.
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We measure the price elasticity of supply'” (es) as the

ratio of the percentage change in quantity supplied of a  Figure 55 Increase in
good or service to the percentage change in its price, all ~ Apartment Rents Depends on
other things unchanged: How Responsive Supply Is

Equation 5.5

% change in quantity supplied

Rent per apartment per month

€s

% change in price

.
QO Q| QZ
Quantity of apartments per month

Because price and quantity supplied usually move in the

same direction, the price elasticity of supply is usually ~ Themore responsive the supply
ositive. The larger the price elasticity of supply, th of apartments i to changes in

positive. ge price efas y o supply, the price (rent in this case), the less

more responsive the firms that supply the good or rents rise when the demand for

service are to a price change. apartments increases.

Supply is price elastic if the price elasticity of supply is

greater than 1, unit price elastic if it is equal to 1, and

price inelastic if it is less than 1. A vertical supply curve, as shown in Panel (a) of
Figure 5.6 "Supply Curves and Their Price Elasticities", is perfectly inelastic; its
price elasticity of supply is zero. The supply of Beatles’ songs is perfectly inelastic
because the band no longer exists. A horizontal supply curve, as shown in Panel (b)
of Figure 5.6 "Supply Curves and Their Price Elasticities", is perfectly elastic; its
price elasticity of supply is infinite. It means that suppliers are willing to supply any
amount at a certain price.

Figure 5.6 Supply Curves and Their Price Elasticities

Panel (a) Panel (b)
$10 $10
9 — 9
8 S 8
w 7 T o 7
s B S 6
qg_ 5 ag_ 5 |- .5
me g 4 |
& 3 a 3|
2 2
1 | | . 1
12. The ratio of the percentage | |
change in quantity supplied of 01 2 3 45 6 7 8 9 10 01 2 3 45 6 7 8 9 10
a good or service to the Quantity per period Quantity per period

percentage change in its price,
all other things unchanged.
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5.3 Price Elasticity of Supply

The supply curve in Panel (a) is perfectly inelastic. In Panel (b), the supply curve is perfectly elastic.

Time: An Important Determinant of the Elasticity of Supply

Time plays a very important role in the determination of the price elasticity of
supply. Look again at the effect of rent increases on the supply of apartments.
Suppose apartment rents in a city rise. If we are looking at a supply curve of
apartments over a period of a few months, the rent increase is likely to induce
apartment owners to rent out a relatively small number of additional apartments.
With the higher rents, apartment owners may be more vigorous in reducing their
vacancy rates, and, indeed, with more people looking for apartments to rent, this
should be fairly easy to accomplish. Attics and basements are easy to renovate and
rent out as additional units. In a short period of time, however, the supply response
is likely to be fairly modest, implying that the price elasticity of supply is fairly low.
A supply curve corresponding to a short period of time would look like S; in Figure
5.5 "Increase in Apartment Rents Depends on How Responsive Supply Is". It is
during such periods that there may be calls for rent controls.

If the period of time under consideration is a few years rather than a few months,
the supply curve is likely to be much more price elastic. Over time, buildings can be
converted from other uses and new apartment complexes can be built. A supply
curve corresponding to a longer period of time would look like S, in Figure 5.5

"Increase in Apartment Rents Depends on How Responsive Supply Is".

Elasticity of Labor Supply: A Special Application

The concept of price elasticity of supply can be applied to labor to show how the
quantity of labor supplied responds to changes in wages or salaries. What makes
this case interesting is that it has sometimes been found that the measured
elasticity is negative, that is, that an increase in the wage rate is associated with a
reduction in the quantity of labor supplied.

In most cases, labor supply curves have their normal upward slope: higher wages
induce people to work more. For them, having the additional income from working
more is preferable to having more leisure time. However, wage increases may lead
some people in very highly paid jobs to cut back on the number of hours they work
because their incomes are already high and they would rather have more time for
leisure activities. In this case, the labor supply curve would have a negative slope.
The reasons for this phenomenon are explained more fully in a later chapter. The
Case in Point in this section gives another example where an increase in the wage
may reduce the number of hours of work.
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KEY TAKEAWAYS

« The price elasticity of supply measures the responsiveness of quantity
supplied to changes in price. It is the percentage change in quantity
supplied divided by the percentage change in price. It is usually positive.

« Supply is price inelastic if the price elasticity of supply is less than 1; it is
unit price elastic if the price elasticity of supply is equal to 1; and it is
price elastic if the price elasticity of supply is greater than 1. A vertical
supply curve is said to be perfectly inelastic. A horizontal supply curve is
said to be perfectly elastic.

« The price elasticity of supply is greater when the length of time under
consideration is longer because over time producers have more options
for adjusting to the change in price.

« When applied to labor supply, the price elasticity of supply is usually
positive but can be negative. If higher wages induce people to work
more, the labor supply curve is upward sloping and the price elasticity
of supply is positive. In some very high-paying professions or other
unusual circumstances, the labor supply curve may have a negative
slope, which leads to a negative price elasticity of supply.

TRY IT!

In the late 1990s, it was reported on the news that the high-tech industry
was worried about being able to find enough workers with computer-related
expertise. Job offers for recent college graduates with degrees in computer
science went with high salaries. It was also reported that more
undergraduates than ever were majoring in computer science. Compare the
price elasticity of supply of computer scientists at that point in time to the
price elasticity of supply of computer scientists over a longer period of, say,
1999 to 2009.
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Case in Point: Child Labor in Pakistan

© Thinkstock

Professor Sonia Bhalotra investigated the role of household poverty in child
labor. Imagine a household with two parents and two children, a boy and a girl.
If only the parents work, the family income may be less than an amount
required for subsistence. In order to at least raise the income of the family to
subsistence, will the labor of both children be added? If only one child will
work, will it be the boy or the girl? How do the motivations of parents to send
their children to work affect the design of policies to encourage education? Will
a program that reduces school fees or improves school quality lead to more
education or would a program that provides cash or food to households who
send their children to school work better?

Using information on over 3,000 children in an area of rural Pakistan where
their labor force participation is high, child wage labor is common, and gender
differences in education and work of children prevail, Professor Bhalotra
specifically estimated how changes in wages for boys and girls affect the
number of hours they work. She focused on wage work outside the home
because it usually involves more hours and less flexibility than, say, work on
one’s own farm, which essentially rules out going to school.
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5.3 Price Elasticity of Supply

She argues that if the work of a child is geared toward the family hitting a
target level of income, then an increase in the wage will lead to fewer hours of
work. That is, the labor supply elasticity will be negative and the labor supply
curve will have a negative slope. For boys, she finds that the wage elasticity is
about -0.5. For girls, she finds that the wage elasticity is about 0, meaning the
labor supply curve is vertical. To further her hypothesis that the labor supply
decision for boys but not for girls is compelled by household poverty, she notes
that separate estimates show that the income of the family from sources other
than having their children work reduces the amount that boys work but has no
effect on the amount that girls work. Other research she has undertaken on
labor supply of children on household-run farms provides further support for
these gender differences: Girls from families that own relatively larger farms
were both more likely to work and less likely to go to school than girls from
households with farms of smaller acreage.

Why the gender differences and how do these findings affect drafting of
policies to encourage schooling? For boys, cash or food given to households
could induce parents to send their sons to school. For girls, household poverty
reduction may not work. Their relatively lower level of participating in
schooling may be related to an expected low impact of education on their
future wages. Expectations about when they will get married and whether or
not they should work as adults, especially if it means moving to other areas,
may also play a role. For girls, policies that alter attitudes toward girls’
education and in the longer term affect educated female adult earnings may be
more instrumental in increasing their educational attainment.

Source: Sonia Bhalotra, “Is Child Work Necessary?” Oxford Bulletin of Economics
and Statistics 69:1 (2007): 29-55.

ANSWER TO TRY IT! PROBLEM

While at a point in time the supply of people with degrees in computer
science is very price inelastic, over time the elasticity should rise. That more
students were majoring in computer science lends credence to this
prediction. As supply becomes more price elastic, salaries in this field should
rise more slowly.
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5.4 Review and Practice

Summary

This chapter introduced a new tool: the concept of elasticity. Elasticity is a measure of the degree to which a
dependent variable responds to a change in an independent variable. It is the percentage change in the
dependent variable divided by the percentage change in the independent variable, all other things unchanged.

The most widely used elasticity measure is the price elasticity of demand, which reflects the responsiveness of
quantity demanded to changes in price. Demand is said to be price elastic if the absolute value of the price
elasticity of demand is greater than 1, unit price elastic if it is equal to 1, and price inelastic if it is less than 1.
The price elasticity of demand is useful in forecasting the response of quantity demanded to price changes; it is
also useful for predicting the impact a price change will have on total revenue. Total revenue moves in the
direction of the quantity change if demand is price elastic, it moves in the direction of the price change if
demand is price inelastic, and it does not change if demand is unit price elastic. The most important
determinants of the price elasticity of demand are the availability of substitutes, the importance of the item in
household budgets, and time.

Two other elasticity measures commonly used in conjunction with demand are income elasticity and cross price
elasticity. The signs of these elasticity measures play important roles. A positive income elasticity tells us that a
good is normal; a negative income elasticity tells us the good is inferior. A positive cross price elasticity tells us
that two goods are substitutes; a negative cross price elasticity tells us they are complements.

Elasticity of supply measures the responsiveness of quantity supplied to changes in price. The value of price
elasticity of supply is generally positive. Supply is classified as being price elastic, unit price elastic, or price
inelastic if price elasticity is greater than 1, equal to 1, or less than 1, respectively. The length of time over which
supply is being considered is an important determinant of the price elasticity of supply.
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CONCEPT PROBLEMS

5.4 Review and Practice

1.

10.

11.

Explain why the price elasticity of demand is generally a negative
number, except in the cases where the demand curve is perfectly elastic
or perfectly inelastic. What would be implied by a positive price
elasticity of demand?

Explain why the sign (positive or negative) of the cross price elasticity of
demand is important.

Explain why the sign (positive or negative) of the income elasticity of
demand is important.

Economists Dale Heien and Cathy Roheim Wessells found that the price
elasticity of demand for fresh milk is 70.63 and the price elasticity of
demand for cottage cheese is 71.1.Dale M. Heien and Cathy Roheim
Wessels, “The Demand for Dairy Products: Structure, Prediction, and
Decomposition,” American Journal of Agricultural Economics 70:2 (May
1988): 219-228. Why do you think the elasticity estimates differ?

The price elasticity of demand for health care has been estimated to be
?0.2. Characterize this demand as price elastic, unit price elastic, or
price inelastic. The text argues that the greater the importance of an
item in consumer budgets, the greater its elasticity. Health-care costs
account for a relatively large share of household budgets. How could the
price elasticity of demand for health care be such a small number?
Suppose you are able to organize an alliance that includes all farmers.
They agree to follow the group’s instructions with respect to the
quantity of agricultural products they produce. What might the group
seek to do? Why?

Suppose you are the chief executive officer of a firm, and you have been
planning to reduce your prices. Your marketing manager reports that
the price elasticity of demand for your product is 70.65. How will this
news affect your plans?

Suppose the income elasticity of the demand for beans is 70.8. Interpret
this number.

Transportation economists generally agree that the cross price elasticity
of demand for automobile use with respect to the price of bus fares is
about 0. Explain what this number means.

Suppose the price elasticity of supply of tomatoes as measured on a
given day in July is 0. Interpret this number.

The price elasticity of supply for child-care workers has been estimated
to be quite high, about 2. What will happen to the wages of child-care
workers as demand for them increases, compared to what would happen
if the measured price elasticity of supply were lower?
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12. Studies suggest that a higher tax on cigarettes would reduce teen
smoking and premature deaths. Should cigarette taxes therefore be
raised?
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NUMERICAL PROBLEMS

1. Economist David Romer found that in introductory economics classes a
10% increase in class attendance is associated with a 4% increase in
course grade.David Romer, “Do Students Go to Class? Should They?”
Journal of Economic Perspectives 7:3 (Summer 1993): 167-174. What is the
elasticity of course grade with respect to class attendance?

2. Refer to Figure 5.2 "Price Elasticities of Demand for a Linear
Demand Curve" and

1. Using the arc elasticity of demand formula, compute the
price elasticity of demand between points B and C.

2. Using the arc elasticity of demand formula, compute the
price elasticity of demand between points D and E.

3. How do the values of price elasticity of demand compare?
Why are they the same or different?

4, Compute the slope of the demand curve between points B

and C.

5. Computer the slope of the demand curve between points D
and E.

6. How do the slopes compare? Why are they the same or
different?

3. Consider the following quote from The Wall Street Journal: “A
bumper crop of oranges in Florida last year drove down orange
prices. As juice marketers’ costs fell, they cut prices by as much
as 15%. That was enough to tempt some value-oriented
customers: unit volume of frozen juices actually rose about 6%
during the quarter.”

1. Given these numbers, and assuming there were no changes
in demand shifters for frozen orange juice, what was the
price elasticity of demand for frozen orange juice?

2. What do you think happened to total spending on frozen
orange juice? Why?

4. Suppose you are the manager of a restaurant that serves an
average of 400 meals per day at an average price per meal of $20.
On the basis of a survey, you have determined that reducing the
price of an average meal to $18 would increase the quantity
demanded to 450 per day.
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5.4 Review and Practice

1. Compute the price elasticity of demand between these two
points.

2. Would you expect total revenues to rise or fall? Explain.

3. Suppose you have reduced the average price of a meal to $18
and are considering a further reduction to $16. Another
survey shows that the quantity demanded of meals will
increase from 450 to 500 per day. Compute the price
elasticity of demand between these two points.

4. Would you expect total revenue to rise or fall as a result of
this second price reduction? Explain.

5. Compute total revenue at the three meal prices. Do these
totals confirm your answers in (b) and (d) above?

5. The text notes that, for any linear demand curve, demand is

price elastic in the upper half and price inelastic in the lower
half. Consider the following demand curves:

The table gives the prices and quantities corresponding to each
of the points shown on the two demand curves.

Demand curve D; [Panel (a)] | Demand curve D, [Panel (b)]
Price Quantity Price Quantity

A 80 2 E 8 20

B 70 3 F 7 30

C 30 7 G 3 70

D 20 8 H 2 80

1. Compute the price elasticity of demand between points A and
B and between points C and D on demand curve D; in Panel
(a). Are your results consistent with the notion that a linear
demand curve is price elastic in its upper half and price
inelastic in its lower half?
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. Compute the price elasticity of demand between points E and

F and between points G and H on demand curve D in Panel
(b). Are your results consistent with the notion that a linear
demand curve is price elastic in its upper half and price
inelastic in its lower half?

. Compare total spending at points A and B on D; in Panel (a).

Is your result consistent with your finding about the price
elasticity of demand between those two points?

. Compare total spending at points C and D on D in Panel (a).

Is your result consistent with your finding about the price
elasticity of demand between those two points?

. Compare total spending at points E and F on D in Panel (b).

Is your result consistent with your finding about the price
elasticity of demand between those two points?

. Compare total spending at points G and H on D; in Panel (b).

Is your result consistent with your finding about the price
elasticity of demand between those two points?

6. Suppose Janice buys the following amounts of various food items

depending on her weekly income:

Weekly Income | Hamburgers | Pizza | Ice Cream Sundaes

$500 3 3 2

$750 4 2 2

. Compute Janice’s income elasticity of demand for

hamburgers.

. Compute Janice’s income elasticity of demand for pizza.
. Compute Janice’s income elasticity of demand for ice cream

sundaes.

. Classify each good as normal or inferior.

7. Suppose the following table describes Jocelyn’s weekly snack
purchases, which vary depending on the price of a bag of chips:

5.4 Review and Practice

Price of bag | Bags of | Containers | Bagsof | Cansof
of chips chips of salsa pretzels soda
$1.00 2 3 1 4
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5.4 Review and Practice

Price of bag | Bags of | Containers | Bagsof | Cansof
of chips chips of salsa pretzels soda
$1.50 1 2 2 4

Compute the cross price elasticity of salsa with respect to the
price of a bag of chips.

Compute the cross price elasticity of pretzels with respect to
the price of a bag of chips.

Compute the cross price elasticity of soda with respect to the
price of a bag of chips.

Are chips and salsa substitutes or complements? How do you
know?

Are chips and pretzels substitutes or complements? How do
you know?

Are chips and soda substitutes or complements? How do you
know?

8. The table below describes the supply curve for light bulbs:

Price per light bulb | Quantity supplied per day
$1.00 500
1.50 3,000
2.00 4,000
2.50 4,500
3.00 4,500

Compute the price elasticity of supply and determine whether
supply is price elastic, price inelastic, perfectly elastic, perfectly
inelastic, or unit elastic:

=W N =

when the price of a light bulb increases from $1.00 to $1.50.
when the price of a light bulb increases from $1.50 to $2.00.
when the price of a light bulb increases from $2.00 to $2.50.
when the price of a light bulb increases from $2.50 to $3.00.
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Chapter 6

Markets, Maximizers, and Efficiency
Start Up: A Drive in the Country

Suppose you decide to take a drive. For purposes of this example, we will assume
that you have a car available, that the weather is pleasant, and that there is an area
nearby that will be perfect for your drive.

Your decision to take this drive is a choice. Since economics deals with choices, we
can put economics to work in thinking about it. Economists assume that people
make choices that maximize the value of some objective. You are a consumer; we
assume that taking a drive is a choice that maximizes your utility—the satisfaction
you obtain from your use of goods and services and from the activities you pursue.

You certainly plan to enjoy the drive; that enjoyment is the benefit you expect from
it. But you will give up some things as well. Your drive will take some time, time you
could have spent doing something else. It will take some gasoline; what you spend
for the gasoline could have been used for something else. The drive will also
generate some wear and tear on your car. That will cost you the price of repair and
maintenance and reduced resale value of your car. The opportunity cost of your
drive will thus include the value of the best other use of your time and the value of
the best other use of the funds your drive will require. To maximize utility you will
weigh the benefits of the drive against the cost of the drive and maximize the
difference between those benefits and costs.

This chapter introduces the method through which maximizing choices can be
made. This method applies not just to your decision to take a drive, but also to Wal-
Mart’s decision to hire extra workers and to USX Corporation’s to produce extra
steel. The method we will learn can be applied to the analysis of any choice; we will
use it throughout our investigation of microeconomics.

We will also see how maximizing choices by individuals and by firms can lead to an
allocation of resources that generates the greatest gains possible for the economy
as a whole. In this analysis, we will put a new item in our toolkit, the method
through which individuals and firms maximize, together with demand and supply
analysis, to see how the marketplace can guide resources to their best uses.
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We will also examine cases in which maximizing choices do not guide resources to
their best uses. That possibility is suggested by another aspect of your choice to
take a drive. In addition to the costs you will consider, there will be costs imposed
on others. Your drive will pollute the air, so part of the opportunity cost of the
drive will be the value of the slightly cleaner air people in your area might have
had. Resources such as the air we breathe will almost certainly be misallocated as
the result of maximizing choices. We will see just how misallocation of an
economy’s resources can occur and how this misallocation could be fixed.
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6.1 The Logic of Maximizing Behavior

1. The difference between total
revenue and total cost.

2. The total benefit of an activity
minus its opportunity cost.

LEARNING OBJECTIVES

1. Explain the maximization assumption that economists make in
explaining the behavior of consumers and firms.

2. Explain and illustrate the concepts of marginal benefit and marginal
cost and apply them to understanding the marginal decision rule.

To say that individuals maximize is to say that they pick some objective and then
seek to maximize its value. A sprinter might want to maximize his or her speed; a
politician might want to maximize the probability that he or she will win the next
election. Economists pay special attention to two groups of maximizers: consumers
and firms. We assume that consumers seek to maximize utility and that firms seek
to maximize economic profit', which is the difference between total revenue and
total cost. The costs involved in this concept of economic profit are computed in the
economic sense—as the opportunity costs, or value of the best opportunity forgone.

The assumption of maximizing behavior lies at the heart of economic analysis. As
we explore its implications, however, we must keep in mind the distinction between
models and the real world. Our model assumes that individuals make choices in a
way that achieves a maximum value for some clearly defined objective. In using
such a model, economists do not assume that people actually go through the
calculations we will describe. What economists do argue is that people’s behavior is
broadly consistent with such a model. People may not consciously seek to maximize
anything, but they behave as though they do.

The Analysis of Maximizing Behavior

The activities of consumers and firms have benefits, and they also have opportunity
costs. We assume that given these benefits and costs, consumers and firms will
make choices that maximize the net benefit® of each activity—the total benefit of
the activity minus its opportunity cost. The specific measures of benefit and cost
vary with the kind of choice being made. In the case of a firm’s choices in
production, for example, the total benefit of production is the revenue a firm
receives from selling the product; the total cost is the opportunity cost the firm
incurs by producing it. The net benefit is thus total revenue minus total
opportunity cost, or economic profit.
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. The amount by which an
additional unit of an activity
increases its total benefit.

. The amount by which an
additional unit of an activity
increases its total cost.

. If the marginal benefit of an
additional unit of an activity
exceeds the marginal cost, the
quantity of the activity should
be increased. If the marginal
benefit is less than the
marginal cost, the quantity
should be reduced.

. A boundary that limits the
range of choices that can be
made.

Economists maintain that in order to maximize net benefit, consumers and firms
evaluate each activity at the margin—they consider the additional benefit and the
additional cost of another unit of the activity. Should you “supersize” your order at
McDonald’s? Will the additional beverage and the additional french fries be worth
the extra cost? Should a firm hire one more worker? Will the benefits to the firm of
hiring this worker be worth the additional cost of hiring him or her?

The marginal benefit’ is the amount by which an additional unit of an activity
increases its total benefit. It is the amount by which the extra french fries increase
your satisfaction, or the extra revenue the firm expects to bring in by hiring
another worker. The marginal cost’ is the amount by which an additional unit of
an activity increases its total cost. You will pay more to supersize your McDonald’s
order; the firm’s labor costs will rise when it hires another worker.

To determine the quantity of any activity that will maximize its net benefit, we
apply the marginal decision rule’: If the marginal benefit of an additional unit of
an activity exceeds the marginal cost, the quantity of the activity should be
increased. If the marginal benefit is less than the marginal cost, the quantity should
be reduced. Net benefit is maximized at the point at which marginal benefit equals
marginal cost. The marginal decision rule is at the heart of the economic way of
thinking. The rule basically says this: If the additional benefit of one more unit
exceeds the extra cost, do it; if not, do not. This simple logic gives us a powerful tool
for the analysis of choice. Perhaps more than any other rule in economic analysis,
the marginal decision rule typifies the way in which economists analyze problems.
We shall apply it in every chapter that follows in the microeconomics portion of
this text.

Maximizing choices must be made within the parameters imposed by some
constraint®, which is a boundary that limits the range of choices that can be made.
We assume that a consumer seeks the greatest satisfaction possible within the
limits of his or her income or budget. A firm cannot produce beyond the limits of its
production capacity at a point in time.

The marginal decision rule forms the foundation for the structure economists use
to analyze all choices. At first glance, it may seem that a consumer seeking
satisfaction from, say, pizza has little in common with an entrepreneur seeking
profit from the production of custom-designed semiconductors. But maximizing
choices always follow the marginal decision rule—and that rule holds regardless of
what is being maximized or who is doing the maximizing.
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To see how the logic of maximizing choices works, we will examine a specific
problem. We will then extend that problem to the general analysis of maximizing
choices.

A Problem in Maximization

Suppose a college student, Laurie Phan, faces two midterms tomorrow, one in
economics and another in accounting. She has already decided to spend 5 hours
studying for the two examinations. This decision imposes a constraint on the
problem. Suppose that Ms. Phan’s goal is to allocate her 5 hours of study so that she
increases her total score for the two exams by as much as possible.

Ms. Phan expects the relationship between the time she spends studying for the
economics exam and the total gain in her score to be as given by the second row of
the table in Panel (a) of Figure 6.1 "The Benefits of Studying Economics". We
interpret the expected total gain in her score as the total benefit of study. She
expects that 1 hour of study will raise her score by 18 points; 2 hours will raise it by
32 points, and so on. These values are plotted in Panel (b). Notice that the total
benefit curve rises, but by smaller and smaller amounts, as she studies more and
more. The slope of the curve, which in this case tells us the rate at which her
expected score rises with increased study time, falls as we travel up and to the right
along the curve.
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Figure 6.1 The Benefits of Studying Economics

Panel (a)

Hours studying economics 0 1 2 3 4 5i
Expected total point gain in

test score (total benefit) 0 18 32 42
Marginal benefit 18 14 10 6

Panel (b)
50 ‘

40

Total
benefit (TB)
30| g

Total benefit (points)

1 4N

— Marginal
benefit (MB)

Marginal benefit (points)

0 1 2 3 4 5
Hours studying for economics test

The table in Panel (a) shows the total benefit and marginal benefit of the time Laurie Phan spends studying for her
economics exam. Panel (b) shows the total benefit curve. Panel (c) shows the marginal benefit curve, which is given
by the slope of the total benefit curve in Panel (b).

Now look at the third row in the table in Panel (a). It tells us the amount by which
each additional hour of study increases her expected score; it gives the marginal
benefit of studying for the economics exam. Marginal benefit equals the amount by
which total benefit rises with each additional hour of study. Because these marginal
benefits are given by the changes in total benefits from additional hours of study,
they equal the slope of the total benefit curve. We see this in the relationship
between Panels (b) and (c) of Figure 6.1 "The Benefits of Studying Economics". The
decreasing slope of the total benefit curve in Panel (b) gives us the downward-
sloping marginal benefit curve in Panel (c).

The marginal benefit curve tells us what happens when we pass from one point to
another on the total benefit curve, so we have plotted marginal benefits at the
midpoints of the hourly intervals in Panel (c). For example, the total benefit curve
in Panel (b) tells us that, when Ms. Phan increases her time studying for the
economics exam from 2 hours to 3 hours, her total benefit rises from 32 points to 42
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points. The increase of 10 points is the marginal benefit of increasing study time for
the economics exam from 2 hours to 3 hours. We mark the point for a marginal
benefit of 10 points midway between 2 and 3 hours. Because marginal values tell us
what happens as we pass from one quantity to the next, we shall always plot them
at the midpoints of intervals of the variable on the horizontal axis.

We can perform the same kind of analysis to obtain the marginal benefit curve for
studying for the accounting exam. Figure 6.2 "The Marginal Benefits of Studying
Accounting" presents this curve. Like the marginal benefit curve for studying
economics, it slopes downward. Once again, we have plotted marginal values at the
midpoints of the intervals. Increasing study time in accounting from 0 to 1 hour
increases Ms. Phan’s expected accounting score by 14 points.

Ms. Phan’s marginal benefit curves for studying typify a

general phenomenon in economics. Marginal benefit Figure 62 The Marginal

curves for virtually all activities, including the activities  Benefits of Studying

of consumers and of firms, slope downward. Think Accounting

about your own experience with studying. On a given

day, the first hour spent studying a certain subject

probably generates a greater marginal benefit than the

second, and the second hour probably generates a

greater marginal benefit than the third. You may reach

a point at which an extra hour of study is unlikely to

yield any benefit at all. Of course, our example of Laurie |

Phan’s expected exam scores is a highly stylized one. A
. Hours studying for accounting test

One could hardly expect a student to have a precise set

of numbers to guide him or her in allocating study time. , S

o ] The marginal benefit Laurie

But it is certainly the case that students have a rough Phan expects from studying for

idea of the likely payoff of study time in different her accounting exam is shown by

subjects. If you were faced with exams in two subjects, it ~the marginal benefit curve. The

A . . first hour of study increases her

is likely that you would set aside a certain amount of .

g . L .. expected score by 14 points, the
study time, just as Ms. Phan did in our example. And it is  s,cond hour by 10 points, the
likely that your own experience would serve as a guide  third by 6 points, and so on.
in determining how to allocate that time. Economists do
not assume that people have numerical scales in their
heads with which to draw marginal benefit and
marginal cost curves. They merely assume that people
act as if they did.

20

>

Marginal
benefit

~

©

Marginal benefit (points)
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The nature of marginal benefits can change with different applications. For a
restaurant, the marginal benefit of serving one more meal can be defined as the
revenue that meal produces. For a consumer, the marginal benefit of one more slice
of pizza can be considered in terms of the additional satisfaction the pizza will
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create. But whatever the nature of the benefit, marginal benefits generally fall as
quantities increase.

Ms. Phan’s falling marginal benefit from hours spent studying accounting has
special significance for our analysis of her choice concerning how many hours to
devote to economics. In our problem, she had decided to devote 5 hours to studying
the two subjects. That means that the opportunity cost of an hour spent studying
economics equals the benefit she would have gotten spending that hour studying
accounting.

Suppose, for example, that she were to consider spending all 5 hours studying
accounting. The marginal benefit curve for studying for her accounting exam tells
us that she expects that the fifth hour will add nothing to her score. Shifting that
hour to economics would cost nothing. We can say that the marginal cost of the
first hour spent studying economics is zero. We obtained this value from the
marginal benefit curve for studying accounting in Figure 6.2 "The Marginal Benefits
of Studying Accounting".

Similarly, we can find the marginal cost of the second hour studying economics.
That requires giving up the fourth hour spent on accounting. Figure 6.2 "The
Marginal Benefits of Studying Accounting" tells us that the marginal benefit of that
hour equals 2—that is the marginal cost of spending the second hour studying
economics.

Figure 6.3 "The Marginal Benefits and Marginal Costs of Studying Economics" shows
the marginal cost curve of studying economics. We see that at first, time devoted to

studying economics has a low marginal cost. As time spent studying economics
increases, however, it requires her to give up study time in accounting that she
expects will be more and more productive. The marginal cost curve for studying
economics can thus be derived from the marginal benefit curve for studying
accounting. Figure 6.3 "The Marginal Benefits and Marginal Costs of Studying
Economics" also shows the marginal benefit curve for studying economics that we
derived in Panel (b) of Figure 6.1 "The Benefits of Studying Economics".
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Just as marginal benefit curves generally slope
downward, marginal cost curves generally slope
upward, as does the one in Figure 6.3 "The Marginal
Benefits and Marginal Costs of Studying Economics". In
the case of allocating time, the phenomenon of rising
marginal cost results from the simple fact that, the
more time a person devotes to one activity, the less time
is available for another. And the more one reduces the
second activity, the greater the forgone marginal
benefits are likely to be. That means the marginal cost
curve for that first activity rises.

Because we now have marginal benefit and marginal
cost curves for studying economics, we can apply the
marginal decision rule. This rule says that, to maximize
the net benefit of an activity, a decision maker should
increase an activity up to the point at which marginal
benefit equals marginal cost. That occurs where the
marginal benefit and marginal cost curves intersect,
with 3 hours spent studying economics and 2 hours
spent studying accounting.

Using Marginal Benefit and Marginal Cost Curves
to Find Net Benefits

Figure 6.3 The Marginal
Benefits and Marginal Costs
of Studying Economics

20

Marginal

Marginal benefit, cost (points)

Hours studying for economics test

The marginal benefit curve from
Panel (c) of Figure 6.1 "The
Benefits of Studying Economics"
is shown together with the
marginal costs of studying
economics. The marginal cost
curve is derived from the
marginal benefit curve for
studying accounting shown in
Figure 6.2 "The Marginal Benefits
of Studying Accounting".

We can use marginal benefit and marginal cost curves to show the total benefit, the
total cost, and the net benefit of an activity. We will see that equating marginal
benefit to marginal cost does, indeed, maximize net benefit. We will also develop
another tool to use in interpreting marginal benefit and cost curves.

Panel (a) of Figure 6.4 "The Benefits and Costs of Studying Economics" shows the

marginal benefit curve we derived in Panel (c) of Figure 6.1 "The Benefits of

Studying Economics". The corresponding point on the marginal benefit curve gives
the marginal benefit of the first hour of study for the economics exam, 18 points.
This same value equals the area of the rectangle bounded by 0 and 1 hour of study
and the marginal benefit of 18. Similarly, the marginal benefit of the second hour,
14 points, is shown by the corresponding point on the marginal benefit curve and
by the area of the shaded rectangle bounded by 1 and 2 hours of study. The total
benefit of 2 hours of study equals the sum of the areas of the first two rectangles, 32
points. We continue this procedure through the fifth hour of studying economics;
the areas for each of the shaded rectangles are shown in the graph.

6.1 The Logic of Maximizing Behavior
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Figure 6.4 The Benefits and Costs of Studying Economics

Panel (a) Panel (b)
20

20

nal benefit

16 Marginal cost

Marginal and total cost (points)

Marginal and total benefit (points)

2 3 4 0 1 2 3 4 5
Hours studying for economic test Hours studying for economic test

Panel (a) shows the marginal benefit curve of Figure 6.1 "The Benefits of Studying Economics”. The total benefit of
studying economics at any given quantity of study time is given approximately by the shaded area below the
marginal benefit curve up to that level of study. Panel (b) shows the marginal cost curve from Figure 6.3 "The

Marginal Benefits and Marginal Costs of Studying Economics". The total cost of studying economics at any given

quantity of study is given approximately by the shaded area below the marginal cost curve up to that level of study.

Two features of the curve in Panel (a) of Figure 6.4 "The Benefits and Costs of
Studying Economics" are particularly important. First, note that the sum of the
areas of the five rectangles, 50 points, equals the total benefit of 5 hours of study
given in the table in Panel (a) of Figure 6.1 "The Benefits of Studying Economics".
Second, notice that the shaded areas are approximately equal to the area under the
marginal benefit curve between 0 and 5 hours of study. We can pick any quantity of
study time, and the total benefit of that quantity equals the sum of the shaded
rectangles between zero and that quantity. Thus, the total benefit of 2 hours of
study equals 32 points, the sum of the areas of the first two rectangles.

Now consider the marginal cost curve in Panel (b) of Figure 6.4 "The Benefits and
Costs of Studying Economics". The areas of the shaded rectangles equal the values
of marginal cost. The marginal cost of the first hour of study equals zero; there is
thus no rectangle under the curve. The marginal cost of the second hour of study
equals 2 points; that is the area of the rectangle bounded by 1 and 2 hours of study
and a marginal cost of 2. The marginal cost of the third hour of study is 6 points;
this is the area of the shaded rectangle bounded by 2 and 3 hours of study and a
marginal cost of 6.

Looking at the rectangles in Panel (b) over the range of 0 to 5 hours of study, we see
that the areas of the five rectangles total 32, the total cost of spending all 5 hours
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studying economics. And looking at the rectangles, we see that their area is
approximately equal to the area under the marginal cost curve between 0 and 5
hours of study.

We have seen that the areas of the rectangles drawn with Laurie Phan’s marginal
benefit and marginal cost curves equal the total benefit and total cost of studying
economics. We have also seen that these areas are roughly equal to the areas under
the curves themselves. We can make this last statement much stronger. Suppose,
instead of thinking in intervals of whole hours, we think in terms of smaller
intervals, say, of 12 minutes. Then each rectangle would be only one-fifth as wide as
the rectangles we drew in Figure 6.4 "The Benefits and Costs of Studying
Economics". Their areas would still equal the total benefit and total cost of study,
and the sum of those areas would be closer to the area under the curves. We have
done this for Ms. Phan’s marginal benefit curve in Figure 6.5 "The Marginal Benefit
Curve and Total Benefit"; notice that the areas of the rectangles closely
approximate the area under the curve. They still “stick out” from either side of the
curve as did the rectangles we drew in Figure 6.4 "The Benefits and Costs of
Studying Economics", but you almost need a magnifying glass to see that. The
smaller the interval we choose, the closer the areas under the marginal benefit and
marginal cost curves will be to total benefit and total cost. For purposes of our
model, we can imagine that the intervals are as small as we like. Over a particular
range of quantity, the area under a marginal benefit curve equals the total benefit
of that quantity, and the area under the marginal cost curve equals the total cost of
that quantity.
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7. The loss in net benefits
resulting from a failure to
carry out an activity at the
most efficient level.

Figure 6.5 The Marginal Benefit Curve and Total Benefit
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When the increments used to measure time allocated to studying economics are made smaller, in this case 12
minutes instead of whole hours, the area under the marginal benefit curve is closer to the total benefit of studying
that amount of time.

Panel (a) of Figure 6.6 "Using Marginal Benefit and Marginal Cost Curves to

Determine Net Benefit" shows marginal benefit and marginal cost curves for
studying economics, this time without numbers. We have the usual downward-
sloping marginal benefit curve and upward-sloping marginal cost curve. The
marginal decision rule tells us to choose D hours studying economics, the quantity
at which marginal benefit equals marginal cost at point C. We know that the total
benefit of study equals the area under the marginal benefit curve over the range
from A to D hours of study, the area ABCD. Total cost equals the area under the
marginal cost curve over the same range, or ACD. The difference between total
benefit and total cost equals the area between marginal benefit and marginal cost
between A and D hours of study; it is the green-shaded triangle ABC. This difference
is the net benefit of time spent studying economics. Panel (b) of Figure 6.6 "Using
Marginal Benefit and Marginal Cost Curves to Determine Net Benefit" introduces
another important concept. If an activity is carried out at a level less than the
efficient level, then net benefits are forgone. The loss in net benefits resulting from
a failure to carry out an activity at the efficient level is called a deadweight loss’.
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Figure 6.6 Using Marginal Benefit and Marginal Cost Curves to Determine Net Benefit
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In Panel (a) net benefits are given by the difference between total benefits (as measured by the area under the
marginal benefit curve up to any given level of activity) and total costs (as measured by the area under the
marginal cost curve up to any given level of activity). Maximum net benefits are found where the marginal benefit
curve intersects the marginal cost curve at activity level D. Panel (b) shows that if the level of the activity is
restricted to activity level E, net benefits are reduced from the light-green shaded triangle ABC in Panel (a) to the
smaller area ABGF. The forgone net benefits, or deadweight loss, is given by the purple-shaded area FGC. If the
activity level is increased from D to ], as shown in Panel (c), net benefits declined by the deadweight loss measured
by the area CHI.

Now suppose a person increases study time from D to J hours as shown in Panel (c).
The area under the marginal cost curve between D and ] gives the total cost of
increasing study time; it is DCHJ. The total benefit of increasing study time equals
the area under the marginal benefit curve between D and J; it is DCIJ. The cost of
increasing study time in economics from D hours to J hours exceeds the benefit.
This gives us a deadweight loss of CHI. The net benefit of spending J hours studying
economics equals the net benefit of studying for D hours less the deadweight loss,
or ABC minus CHL Only by studying up to the point at which marginal benefit equals
marginal cost do we achieve the maximum net benefit shown in Panel (a).
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We can apply the marginal decision rule to the problem in Figure 6.6 "Using
Marginal Benefit and Marginal Cost Curves to Determine Net Benefit" in another
way. In Panel (b), a person studies economics for E hours. Reading up to the
marginal benefit curve, we reach point G. Reading up to the marginal cost curve, we
reach point F. Marginal benefit at G exceeds marginal cost at F; the marginal
decision rule says economics study should be increased, which would take us
toward the intersection of the marginal benefit and marginal cost curves. Spending
J hours studying economics, as shown in Panel (c), is too much. Reading up to the
marginal benefit and marginal cost curves, we see that marginal cost exceeds
marginal benefit, suggesting that study time be reduced.

This completes our introduction to the marginal decision rule and the use of
marginal benefit and marginal cost curves. We will spend the remainder of the
chapter applying the model.

Heads Up!

It is easy to make the mistake of assuming that if an activity is carried out up to
the point where marginal benefit equals marginal cost, then net benefits must
be zero. Remember that following the marginal decision rule and equating
marginal benefits and costs maximizes net benefits. It makes the difference
between total benefits and total cost as large as possible.
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KEY TAKEAWAYS

+ Economists assume that decision makers make choices in the way that
maximizes the value of some objective.

+ Maximization involves determining the change in total benefit and the
change in total cost associated with each unit of an activity. These
changes are called marginal benefit and marginal cost, respectively.

« If the marginal benefit of an activity exceeds the marginal cost, the
decision maker will gain by increasing the activity.

« If the marginal cost of an activity exceeds the marginal benefit, the
decision maker will gain by reducing the activity.

¢ The area under the marginal benefit curve for an activity gives its total
benefit; the area under the marginal cost curve gives the activity’s total
cost. Net benefit equals total benefit less total cost.

¢ The marginal benefit rule tells us that we can maximize the net benefit
of any activity by choosing the quantity at which marginal benefit
equals marginal cost. At this quantity, the net benefit of the activity is
maximized.
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TRY IT!

Suppose Ms. Phan still faces the exams in economics and in accounting, and
she still plans to spend a total of 5 hours studying for the two exams.
However, she revises her expectations about the degree to which studying
economics and accounting will affect her scores on the two exams. She
expects studying economics will add somewhat less to her score, and she
expects studying accounting will add more. The result is the table below of
expected total benefits and total costs of hours spent studying economics.
Notice that several values in the table have been omitted. Fill in the missing
values in the table. How many hours of study should Ms. Phan devote to
economics to maximize her net benefit?

Hours studying economics [0 1| 2| 3| 4| 5

Total benefit 0[14]24]30 32
Total cost o 2| 8 32| 50
Net benefit 0|12 12| 0]-18

Now compute the marginal benefits and costs of hours devoted to studying
economics, completing the table below.

Hours studying

. 0 1 2 3 4 5
economics

Total benefit 0 14 24 30 . 32

Marginal benefit

Total cost 0 2 8 . 32 50

Marginal cost

Draw the marginal benefit and marginal cost curves for studying economics
(remember to plot marginal values at the midpoints of the respective hourly
intervals). Do your curves intersect at the “right” number of hours of
study—the number that maximizes the net benefit of studying economics?
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Case in Point: Preventing Oil Spills

© 2010 Jupiterimages
Corporation

Do we spill enough oil in our oceans and waterways? It is a question that
perhaps only economists would ask—and, as economists, we should ask it.

There is, of course, no virtue in an oil spill. It destroys wildlife and fouls
shorelines. Cleanup costs can be tremendous. However, preventing oil spills has
costs as well: greater enforcement expenditures and higher costs to shippers of
oil and, therefore, higher costs of goods such as gasoline to customers. The only
way to prevent oil spills completely is to stop drilling for and shipping oil. That
is a cost few people would accept. But what is the right balance between
environmental protection and the satisfaction of consumer demand for o0il?

Vanderbilt University economist Mark Cohen examined the U.S. Coast Guard’s
efforts to reduce oil spills when transporting oil through its enforcement of
shipping regulations in coastal waters and on rivers. He focused on the costs
and benefits resulting from the Coast Guard’s enforcement efforts in 1981. On
the basis of the frequency of oil spills before the Coast Guard began its
enforcement, Mr. Cohen estimated that the Coast Guard prevented 1,159,352
gallons of oil from being spilled in 1981.
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Given that there was a total of 824,921 gallons of oil actually spilled in 1981,
should the Coast Guard have attempted to prevent even more spillage? Mr.
Cohen estimated that the marginal benefit of preventing one more gallon from
being spilled was $7.27 ($3.42 in cleanup costs, $3 less in environmental
damage, and $0.85 worth of oil saved). The marginal cost of preventing one
more gallon from being spilled was $5.50. Mr. Cohen suggests that because the
marginal benefit of more vigorous enforcement exceeded the marginal cost,
more vigorous Coast Guard efforts would have been justified.

More vigorous efforts have, indeed, been pursued. In 1989, the Exxon oil tanker
Exxon Valdez ran aground, spilling 10.8 million gallons of oil off the coast of
Alaska. The spill damaged the shoreline of a national forest, four national
wildlife refuges, three national parks, five state parks, four critical habitat
areas, and a state game refuge. Exxon was ordered to pay $900 million in
damages; a federal jury found Exxon and the captain guilty of criminal
negligence and imposed an additional $5 billion in punitive damages. In 2008,
The Supreme Court reduced the assessment of punitive damages to $507
million, with the majority arguing that the original figure was too high in
comparison to the compensatory damages for a case in which the actions of the
defendant, Exxon, were “reprehensible” but not intentional.

Perhaps the most important impact of the Exxon Valdez disaster was the
passage of the Oil Pollution Act of 1990. It increased shipper liability from $14
million to $100 million. It also required double-hulled tankers for shipping oil.

The European Union (EU) has also strengthened its standards for oil tankers.
The 2002 breakup of the oil tanker Prestige off the coast of Spain resulted in the
spillage of 3.2 million gallons of oil. The EU had planned to ban single-hulled
tankers, phasing in the ban between 2003 and 2015. The sinking of the Prestige
led the EU to move up that deadline.

Tanker spill crises have led both the United States and the European Union to
tighten up their regulations of oil tankers. The result has been a reduction in
the quantity of oil spilled, which was precisely what economic research had
concluded was needed. Whereas the total quantity of oil spilled from tankers in
the 1970s was over 3 million tons, for the decade of the 2000s the total was
212,000 tons—a decline of over 90%—even as the amount of oil shipped rose
dramatically.

6.1 The Logic of Maximizing Behavior 242



Chapter 6 Markets, Maximizers, and Efficiency

The year 2010 saw another kind of major oil spill resulting from offshore
drilling. The explosion of the Deepwater Horizon oil rig in the Gulf of Mexico on
April 20, 2010, in which 11 workers were killed and 17 injured, led to a spill of
4.1 million barrels into the Gulf over a 3-month period. This spill was about 40%
larger than the second largest offshore drilling spill off the U.S. coast and 19
times bigger than the Exxon Valdez spill. So far, no major legislation affecting
oil drilling has passed, though, after a five-month drilling moratorium, the U.S.
Department of the Interior has made changes to its enforcement practices.

Whether or not new legislation concerning offshore oil drilling is needed and
how it should be constructed is being hotly debated. A preliminary study by
Alan Krupnick, Sarah Campbell, Mark A. Cohen, and Ian W. H. Parry for the
organization Resources for the Future estimated the annual benefits of
preventing a catastrophic spill to be between $16.1 billion and $29.5 billion. The
annual costs of a ban they estimate to be about $65 billion, from which they
conclude that cost-benefit analysis does not justify a ban. On the other hand,
they argue that regulation that would increase the costs of extraction by 10% or
$11 billion annually would pass a cost-benefit analysis test and that regulation
that raises extraction cost by 20% or $22 billion would pass the test at the upper
end of the benefits estimate only. It should be noted that the Oil Pollution Act
of 1990 was passed about a year and a half after the Exxon Valdez incident.

Sources: Mark A. Cohen, “The Costs and Benefits of Oil Spill Prevention and
Enforcement,” Journal of Environmental Economics and Management 13:2 (June
1986): 167-188; International Tanker Owners Pollution Federation Limited, Oil
Tanker Spill Statistics 2010, available at http://www.itopf.com; Alan Krupnick,
Sarah Campbell, Mark A. Cohen, and Ian W. H. Parry, “Understanding the Costs
and Benefits of Deepwater Oil Drilling Regulation,” Discussion Paper Resources
for the Future RFF DP 10-62 (January 2011); Rick S. Kurtz, “Coastal Oil Pollution:
Spills, Crisis, and Policy Change,” Review of Policy Research, 21:2 (March 2004):
201-219; David S. Savage, “Justices Slash Exxon Valdez Verdict,” Los Angeles
Times, June 26, 2008, p. A1; Gerard Shields, “Gulf Oil Disaster: One Year Later,”
The Advocate (Baton Rouge, Louisiana), April 20, 2011, p. 1; and Edwin Unsworth,
“Europe Gets Tougher on Aging Oil Tankers,” Business Insurance, 36:48
(December 2, 2002): 33-34.
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ANSWER TO TRY IT! PROBLEM

Here are the completed data table and the table showing total and marginal
benefit and cost.

o

20

Margmal Marginal
16 benefit cost
12 \\

\
dres
/ \ \\
0 1 2 3 4 5
Hours studying for economics test

Marginal benefit, marginal cost

(b)

Hours studying

economics i 2 3 4 3

Total benefit 0 14 24 30 32 32
Marginal benefit 14 \10/ \6/ \2/ \0/
Total cost 0\/2\/8\/1 8 32\/50
Marginal cost 2 6 10 14 18

Ms. Phan maximizes her net benefit by reducing her time studying
economics to 2 hours. The change in her expectations reduced the benefit
and increased the cost of studying economics. The completed graph of
marginal benefit and marginal cost is at the far left. Notice that answering
the question using the marginal decision rule gives the same answer.
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6.2 Maximizing in the Marketplace

8. The allocation of resources
when the net benefits of all
economic activities are
maximized.

LEARNING OBJECTIVES

1. Explain what is meant by an efficient allocation of resources in an
economy and describe the market conditions that must exist to achieve
this goal.

2. Define consumer and producer surplus.

3. Discuss the relationship between efficiency and equity.

In perhaps the most influential book in economics ever written, An Inquiry into the
Nature and Causes of the Wealth of Nations, published in 1776, Adam Smith argued that
the pursuit of self-interest in a marketplace would promote the general interest. He
said resources would be guided, as if by an “invisible hand,” to their best uses. That
invisible hand was the marketplace.

Smith’s idea was radical for its time; he saw that the seemingly haphazard workings
of the marketplace could promote the common good. In this section, we will use the
tools we have developed thus far to see the power of Smith’s invisible hand. Efforts
by individuals to maximize their own net benefit can maximize net benefit for the
economy as a whole.

When the net benefits of all economic activities are maximized, economists say the
allocation of resources is efficient®. This concept of efficiency is broader than the
notion of efficient production that we encountered when discussing the production
possibilities curve. There, we saw that the economy’s factors of production would
be efficient in production if they were allocated according to the principle of
comparative advantage. That meant producing as much as possible with the factors
of production available. The concept of an efficient allocation of resources
incorporates production, as in that discussion, but it includes efficiency in the
consumption of goods and services as well.

Achieving Efficiency

Imagine yourself arriving at the store to purchase some food. In your choice, you
will weigh your own benefits and costs to maximize your net benefit. The farmers,
the distributors, and the grocer have sought to maximize their net benefits as well.
How can we expect that all those efforts will maximize net benefits for the economy
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9. A set of rules that specify the
ways in which an owner can
use a resource.

as a whole? How can we expect the marketplace to achieve an efficient allocation of
food, or of anything else?

One condition that must be met if the market’s allocation is to be efficient is that
the marketplace must be competitive or function as if it were. We will have a great
deal more to say about competitive markets versus less competitive ones in
subsequent chapters. For now, we can simply note that a competitive market is one
with many buyers and sellers in each market and in which entry and exit are fairly
easy. No one controls the price; the forces of demand and supply determine price.

The second condition that must hold if the market is to achieve an efficient
allocation concerns property rights. We turn to that topic in the next section.

The Role of Property Rights

A smoothly functioning market requires that producers possess property rights to
the goods and services they produce and that consumers possess property rights to
the goods and services they buy. Property rights’ are a set of rules that specify the
ways in which an owner can use a resource.

Consider the tomato market. Farmers who grow tomatoes have clearly defined
rights to their land and to the tomatoes they produce and sell. Distributors who
purchase tomatoes from farmers and sell them to grocers have clear rights to the
tomatoes until they sell them to grocers. The grocers who purchase the tomatoes
retain rights to them until they sell them to consumers. When you buy a tomato,
you have the exclusive right to its use.

A system of property rights forms the basis for all market exchange. Before
exchange can begin, there must be a clear specification of who owns what. The
system of property rights must also show what purchasers are acquiring when they
buy rights to particular resources. Because property rights must exist if exchange is
to occur, and because exchange is the process through which economic efficiency is
achieved, a system of property rights is essential to the efficient allocation of
resources.

Imagine what would happen in the market for tomatoes if property rights were not
clearly defined. Suppose, for example, that grocers could not legally prevent
someone from simply grabbing some tomatoes and leaving without paying for
them. If that were the case, grocers would not be likely to offer tomatoes for sale. If
it were the case for all grocery items, there would not be grocery stores at all.
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10. A property right that allows its
owner to prevent others from
using the resource.

11. A property right that allows
the owner of a resource to sell
or lease it to someone else.

12. A situation that requires a
competitive market with well-
defined and transferable
property rights.

Although property rights vary for different resources, two characteristics are
required if the marketplace is to achieve an efficient allocation of resources:

1. Property rights must be exclusive. An exclusive property right' is
one that allows its owner to prevent others from using the resource.
The owner of a house, for example, has the right to exclude others
from the use of the house. If this right did not exist, ownership would
have little value; it is not likely that the property could be exchanged
in a market. And the inability to sell property would limit the incentive
of owners to maintain it.

2. Property rights must be transferable. A transferable property right'’
is one that allows the owner of a resource to sell or lease it to someone
else. In the absence of transferability, no exchange could occur.

Markets and the Efficiency Condition

A competitive market with well-defined and transferable property rights satisfies
the efficiency condition'?. If met, we can assume that the market’s allocation of
resources will be efficient.

Consider again your purchase of tomatoes. Suppose the curves of demand and
supply for tomatoes are those given in Figure 6.7 "Demand and Supply and the
Efficiency Condition"; the equilibrium price equals $1.50 per pound. Suppose
further that the market satisfies the efficiency condition. With that assumption, we
can relate the model of demand and supply to our analysis of marginal benefits and
costs.

The demand curve tells us that the last pound of

tomatoes was worth $1.50; we can think of that as the Figure 67 Demand and
marginal benefit of the last pound of tomatoes since Supply and the Efficiency
that is how much consumers were willing to pay. We Condition

can say that about any price on a market demand curve;
a demand curve can be considered as a marginal benefit
curve. Similarly, the supply curve can be considered the
marginal cost curve. In the case of the tomato market,
for example, the price tells us that the marginal cost of
producing the last pound of tomatoes is $1.50. This
marginal cost is considered in the economic
sense—other goods and services worth $1.50 were not
produced in order to make an additional pound of
tomatoes available.

Supply
(marginal cost)

Demand

1.50
$ (marginal benefit)

Price per unit

I
Q
Pounds of tomatoes per period
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On what basis can we presume that the price of a pound
of tomatoes equals its marginal cost? The answer lies in
our marginal decision rule. Profit-maximizing tomato
producers will produce more tomatoes as long as their
marginal benefit exceeds their marginal cost. What is

In a competitive market with
exclusive and transferable
property rights, such as the
market for tomatoes, the
efficiency condition is met.

the marginal benefit to a producer of an extra pound of
tomatoes? It is the price that the producer will receive.
What is the marginal cost? It is the value that must be
given up to produce an extra pound of tomatoes.

Buyers and sellers are faced with
all of the relevant benefits and
costs, and the equilibrium price
equals the marginal cost to
society of producing that good,
here $2.50 per pound. We can
interpret the market demand and
supply curve as marginal benefit
and marginal cost curves,
respectively.

Producers maximize profit by expanding their
production up to the point at which their marginal cost
equals their marginal benefit, which is the market price.
The price of $1.50 thus reflects the marginal cost to
society of making an additional pound of tomatoes
available.

At the equilibrium price and output of tomatoes, then, the marginal benefit of
tomatoes to consumers, as reflected by the price they are willing to pay, equals the
marginal cost of producing tomatoes. Where marginal benefit equals marginal cost,
net benefit is maximized. The equilibrium quantity of tomatoes, as determined by
demand and supply, is efficient.

Producer and Consumer Surplus

Think about the last thing you purchased. You bought it because you expected that
its benefits would exceed its opportunity cost; you expected that the purchase
would make you better off. The seller sold it to you because he or she expected that
the money you paid would be worth more than the value of keeping the item. The
seller expected to be better off as a result of the sale. Exchanges in the marketplace
have a remarkable property: Both buyers and sellers expect to emerge from the
transaction better off.

Panel (a) of Figure 6.8 "Consumer and Producer Surplus" shows a market demand
curve for a particular good. Suppose the price equals OB and the quantity equals OE.
The area under the demand curve over the range of quantities from the origin at O
to the quantity at E equals the total benefit of consuming OE units of the good. It is
the area OCDE. Consumers pay for this benefit; their total expenditures equal the
rectangle OBDE, which is the dark shaded region in the graph. Because the total
benefits exceed total expenditures, there is a consumer surplus given by the
triangle BCD. Consumer surplus’ is the amount by which the total benefits to
consumers from consuming a good exceed their total expenditures on the good.

13. The amount by which the total
benefits to consumers from
consuming a good exceed their
total expenditures on the good.
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Figure 6.8 Consumer and Producer Surplus

Panel (a) Panel (b)
C Supply
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Quantity per period Quantity per period

Consumer surplus [Panel (a)] measures the difference between total benefit of consuming a given quantity of output
and the total expenditures consumers pay to obtain that quantity. Here, total benefits are given by the shaded area
OCDE; total expenditures are given by the rectangle OBDE. The difference, shown by the triangle BCD, is consumer
surplus.

Producer surplus [Panel b)] measures the difference between total revenue received by firms at a given quantity of
output and the total cost of producing it. Here, total revenue is given by the rectangle OBDE, and total costs are
given by the area OADE. The difference, shown by the triangle ABD is producer surplus.

Now consider the sellers’ side of transactions. Panel (b) of Figure 6.8 "Consumer and
Producer Surplus" shows a market supply curve; recall that it gives us marginal
cost. Suppose the market price equals OB and quantity supplied is OE; those are the
same values we had in Panel (a). The price times the quantity equals the total
revenue received by sellers. It is shown as the shaded rectangle OBDE. The total
revenue received by sellers equals total expenditures by consumers.

The total cost to sellers is the area under the marginal cost curve; it is the area
OADE. That cost is less than revenue. The difference between the total revenue
received by sellers and their total cost is called producer surplus'*. In Panel (b) it is
the light-shaded triangle ABD.

14. The difference between the
total revenue received by
sellers and their total cost.
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Figure 6.9 Net Benefit: The Sum of Consumer and Producer Surplus

C Supply
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= surplus
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A
Demand
(@] E

Quantity per period

The sum of consumer surplus and producer surplus measures the net benefit to society of any level of economic
activity. Net benefit is maximized when production and consumption are carried out at the level where the demand
and supply curves intersect. Here, the net benefit to society equals the area ACD. It is the sum of consumer surplus,
BCD, and producer surplus, ABD.

We put the demand and supply curves of Figure 6.8 "Consumer and Producer
Surplus" Panels (a) and (b) together in Figure 6.9 "Net Benefit: The Sum of
Consumer and Producer Surplus". The intersection of the two curves determines
the equilibrium price, OB, and the equilibrium quantity, OE. The shaded regions
give us consumer and producer surplus. The sum of these two surpluses is net
benefit. This net benefit is maximized where the demand and supply curves
intersect.

Efficiency and Equity

Consumer demands are affected by incomes. Demand, after all, reflects ability as
well as willingness to pay for goods and services. The market will be more
responsive to the preferences of people with high incomes than to those of people
with low incomes.
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In a market that satisfies the efficiency condition, an efficient allocation of
resources will emerge from any particular distribution of income. Different income
distributions will result in different, but still efficient, outcomes. For example, if 1%
of the population controls virtually all the income, then the market will efficiently
allocate virtually all its production to those same people.

What is a fair, or equitable, distribution of income? What is an unfair distribution?
Should everyone have the same income? Is the current distribution fair? Should the
rich have less and the poor have more? Should the middle class have more? Equity
is very much in the mind of the observer. What may seem equitable to one person
may seem inequitable to another. There is, however, no test we can apply to
determine whether the distribution of income is or is not equitable. That question
requires a normative judgment.

Determining whether the allocation of resources is or is not efficient is one
problem. Determining whether the distribution of income is fair is another. The
governments of all nations act in some way to redistribute income. That fact
suggests that people generally have concluded that leaving the distribution of
income solely to the market would not be fair and that some redistribution is
desirable. This may take the form of higher taxes for people with higher incomes
than for those with lower incomes. It may take the form of special programs, such
as welfare programs, for low-income people.

Whatever distribution society chooses, an efficient allocation of resources is still
preferred to an inefficient one. Because an efficient allocation maximizes net
benefits, the gain in net benefits could be distributed in a way that leaves all people
better off than they would be at any inefficient allocation. If an efficient allocation
of resources seems unfair, it must be because the distribution of income is unfair.
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KEY TAKEAWAYS

+ In a competitive system in which the interaction of demand and supply
determine prices, the corresponding demand and supply curves can be
considered marginal benefit and marginal cost curves, respectively.

« An efficient allocation of resources is one that maximizes the net benefit
of each activity. We expect it to be achieved in markets that satisfy the
efficiency condition, which requires a competitive market and well-
defined, transferable property rights.

+ Consumer surplus is the amount by which the total benefit to consumers
from some activity exceeds their total expenditures for it.

« Producer surplus is the amount by which the total revenues of
producers exceed their total costs.

¢ An inequitable allocation of resources implies that the distribution of
income and wealth is inequitable. Judgments about equity are normative
judgments.

TRY IT!

Draw hypothetical demand and supply curves for a typical product, say
coffee. Now show the areas of consumer and producer surplus. Under what
circumstances is the market likely to be efficient?
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Case in Point: Bah Humbug!

© Thinkstock

Professor Joel Waldfogel, in his book Scroogenomics, derides Christmas gift
giving as only an economist would. Based on repeated surveys from students in
his classes (which asked them to compare value and price of gifts they received
and of items they bought for themselves) and estimates of annual Christmas
spending in the United States of $66 billion in 2007, he concludes that $12
billion, roughly 18% of the total, constituted deadweight loss. And that doesn’t
count the 2.8 billion hours collectively spent shopping for the stuff.

The crux of his argument is that when you buy something for yourself, the
price you pay is at least equal to the value of the satisfaction you get from the
item. For some items, the consumer surplus (the difference between the value
to you of the item and the price you pay), may be small or even zero, but for
other items it may be large. One example he gives where consumer surplus may
be huge is the purchase of a $20 antibiotic for your child with an ear infection
who has been screaming all night. But what are the chances that consumer
surplus will be positive for an item you receive as a gift? “Relative to how much
satisfaction their [gift givers] expenditures could have given us, their choices
destroy value. Take that, Santa,” writes Professor Waldfogel.
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Doesn’t sentimental value make up for the differences between the price of an
item you receive, say a $50 sweater, and the value you attach to it, say $257 If
you attach $50 in sentimental value to the sweater, then it is really worth $75 to
you, which is more than the $50 price paid by the gift giver. The problem with
this line of argument is that if the gift giver had chosen a sweater for you that
you actually liked—one that you valued at least at the purchase price of $50—its
total value to you would then have been $100. Compared to giving you a
sweater you actually liked, giving you the one you did not much care for
destroyed value.

The surveys have also questioned the relationship of the gift giver to the gift
recipient to see if giver knowledge of the recipient leads to more gift giving
efficiency. The results are as one might expect. Gifts from aunts, uncles, and
grandparents generated between 75 and 80 cents of satisfaction per dollar
spent. Friends generated 91 cents, parents 97 cents, siblings 99 cents, and
significant others 102 cents of satisfaction per dollar spent. In general,
frequency of contact between giver and receiver increases the yield of a gift.

While acknowledging that there are some situations in which gifts may create
value for recipients beyond what they could have purchased for themselves,
such as when a recipient receives a CD of a band he or she was unfamiliar with
but turns out to love, overall Waldfogel’s estimates reveal a great loss for
society. What to do about it? Giving cash would work but there seems to be a
stigma associated with doing so, especially for certain kinds of relationships
between givers and receivers. Gift registries solve the problem for newlyweds
and could do so for Christmas gifts if that idea caught on. Since outside of your
immediate circle you are unlikely to select a gift that does not destroy value, he
suggests giving cash, if that is not too uncomfortable, or gift cards, possibly
ones for charitable causes. Of course, people often forget to use their gift cards.
When that happens, the benefit is not lost but rather goes to the retailer, which
was not likely the intention of the gift giver. He thus suggests that retailers
team up with charities so that any amount not redeemed after a certain time
period goes to a charity stated on the gift card.

Parodying Karl Marx’s Communist Manifesto, he concludes, “A specter has been
haunting the rich economies of the West, and that specter is wasteful gift
giving. Gift givers of the world unite. You have nothing to lose but deadweight
loss and a world of satisfaction to gain.”
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Source: Joel Waldfogel, Scroogenomics: Why You Shouldn’t Buy Presents for the
Holidays (Princeton: Princeton University Press, 2009).

ANSWER TO TRY IT! PROBLEM

Supply
Consumer
surplus

Producer
surplus

Price per pound ($)

Demand

0 25

Quantity (millions of pounds of coffee per month)

On the assumption that the coffee market is competitive and that it is
characterized by well-defined exclusive and transferable property rights,
the coffee market meets the efficiency condition. That means that the
allocation of resources shown at the equilibrium will be the one that
maximizes the net benefit of all activities. The net benefit is shared by coffee
consumers (as measured by consumer surplus) and coffee producers (as
measured by producer surplus).
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6.3 Market Failure

LEARNING OBJECTIVES

1. Explain what is meant by market failure and the conditions that may
lead to it.

2. Distinguish between private goods and public goods and relate them to
the free rider problem and the role of government.

3. Explain the concepts of external costs and benefits and the role of
government intervention when they are present.

4. Explain why a common property resource is unlikely to be allocated
efficiently in the marketplace.

Private decisions in the marketplace may not be consistent with the maximization
of the net benefit of a particular activity. The failure of private decisions in the
marketplace to achieve an efficient allocation of scarce resources is called market
failure'. Markets will not generate an efficient allocation of resources if they are
not competitive or if property rights are not well defined and fully transferable.
Either condition will mean that decision makers are not faced with the marginal
benefits and costs of their choices.

Think about the drive that we had you take at the beginning of this chapter. You
faced some, but not all, of the opportunity costs involved in that choice. In
particular, your choice to go for a drive would increase air pollution and might
increase traffic congestion. That means that, in weighing the marginal benefits and
marginal costs of going for a drive, not all of the costs would be counted. As a result,
the net benefit of the allocation of resources such as the air might not be
maximized.

Noncompetitive Markets

The model of demand and supply assumes that markets are competitive. No one in
these markets has any power over the equilibrium price; each consumer and
producer takes the market price as given and responds to it. Under such conditions,
price is determined by the intersection of demand and supply.

15. The failure of private dec1.51ons In some markets, however, individual buyers or sellers are powerful enough to
in the marketplace to achieve

an efficient allocation of scarce | influence the market price. In subsequent chapters, we will study cases in which
resources. producers or consumers are in a position to affect the prices they charge or must

256



Chapter 6 Markets, Maximizers, and Efficiency

16. A good for which the cost of
exclusion is prohibitive and for
which the marginal cost of an
additional user is zero.

17. A good for which exclusion is
possible and for which the
marginal cost of another user
is positive.

6.3 Market Failure

pay, respectively. We shall find that when individual firms or groups of firms have
market power, which is the ability to change the market price, the price will be
distorted—it will not equal marginal cost.

Public Goods

Some goods are unlikely to be produced and exchanged in a market because of
special characteristics of the goods themselves. The benefits of these goods are such
that exclusion is not feasible. Once they are produced, anyone can enjoy them;
there is no practical way to exclude people who have not paid for them from
consuming them. Furthermore, the marginal cost of adding one more consumer is
zero. A good for which the cost of exclusion is prohibitive and for which the
marginal cost of an additional user is zero is a public good'®. A good for which
exclusion is possible and for which the marginal cost of another user is positive is a
private good'’.

National defense is a public good. Once defense is provided, it is not possible to
exclude people who have not paid for it from its consumption. Further, the cost of
an additional user is zero—an army does not cost any more if there is one more
person to be protected. Other examples of public goods include law enforcement,
fire protection, and efforts to preserve species threatened with extinction.

Free Riders

Suppose a private firm, Terror Alert, Inc., develops a completely reliable system to
identify and intercept 98% of any would-be terrorists that might attempt to enter
the United States from anywhere in the world. This service is a public good. Once it
is provided, no one can be excluded from the system’s protection on grounds that
he or she has not paid for it, and the cost of adding one more person to the group
protected is zero. Suppose that the system, by eliminating a potential threat to U.S.
security, makes the average person in the United States better off; the benefit to
each household from the added security is worth $40 per month (about the same as
an earthquake insurance premium). There are roughly 113 million households in
the United States, so the total benefit of the system is $4.5 billion per month.
Assume that it will cost Terror Alert, Inc., $1 billion per month to operate. The
benefits of the system far outweigh the cost.

Suppose that Terror Alert installs its system and sends a bill to each household for
$20 for the first month of service—an amount equal to half of each household’s
benefit. If each household pays its bill, Terror Alert will enjoy a tidy profit; it will
receive revenues of more than $2.25 billion per month.
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18. People or firms that consume a
public good without paying for
it.
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But will each household pay? Once the system is in place, each household would
recognize that it will benefit from the security provided by Terror Alert whether it
pays its bill or not. Although some households will voluntarily pay their bills, it
seems unlikely that very many will. Recognizing the opportunity to consume the
good without paying for it, most would be free riders. Free riders'® are people or
firms that consume a public good without paying for it. Even though the total
benefit of the system is $4.5 billion, Terror Alert will not be faced by the
marketplace with a signal that suggests that the system is worthwhile. It is unlikely
that it will recover its cost of $1 billion per month. Terror Alert is not likely to get
off the ground.

The bill for $20 from Terror Alert sends the wrong signal, too. An efficient market
requires a price equal to marginal cost. But the marginal cost of protecting one
more household is zero; adding one more household adds nothing to the cost of the
system. A household that decides not to pay Terror Alert anything for its service is
paying a price equal to its marginal cost. But doing that, being a free rider, is
precisely what prevents Terror Alert from operating.

Because no household can be excluded and because the cost of an extra household
is zero, the efficiency condition will not be met in a private market. What is true of
Terror Alert, Inc., is true of public goods in general: they simply do not lend
themselves to private market provision.

Public Goods and the Government

Because many individuals who benefit from public goods will not pay for them,
private firms will produce a smaller quantity of public goods than is efficient, if
they produce them at all. In such cases, it may be desirable for government agencies
to step in. Government can supply a greater quantity of the good by direct
provision, by purchasing the public good from a private agency, or by subsidizing
consumption. In any case, the cost is financed through taxation and thus avoids the
free-rider problem.

Most public goods are provided directly by government agencies. Governments
produce national defense and law enforcement, for example. Private firms under
contract with government agencies produce some public goods. Park maintenance
and fire services are public goods that are sometimes produced by private firms. In
other cases, the government promotes the private consumption or production of
public goods by subsidizing them. Private charitable contributions often support
activities that are public goods; federal and state governments subsidize these by
allowing taxpayers to reduce their tax payments by a fraction of the amount they
contribute.
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While the market will produce some level of public

goods in the absence of government intervention, we do Figure 6.0 Public Goods

not expect that it will produce the quantity that and Market Failure
maximizes net benefit. Figure 6.10 "Public Goods and
Market Failure" illustrates the problem. Suppose that Deadweight  Marginal

B loss cost

provision of a public good such as national defense is
left entirely to private firms. It is likely that some
defense services would be produced; suppose that
equals Qi units per period. This level of national defense

Demand

Price per unit

might be achieved through individual contributions. But

Q Q
it is very unlikely that contributions would achieve the Quantity per period
correct level of defense services. The efficient quantity
occurs where the demand, or marginal benefit, curve Because free riders will prevent

intersects the marginal cost curve, at Q*. The firms from being able to require
consumers to pay for the benefits

deadweight loss is the shaded area ABC; we can think of . - from consuming a
this as the net benefit of government intervention to public good, output will be less
increase the production of national defense from Q; up  than the efficient level. In the
case shown here, private
donations achieved a level of the
public good of Q1 per period. The
efficient level is Q*, The
deadweight loss is shown by the
triangle ABC.

to the efficient quantity, Q*.

Heads Up!

Note that the definitions of public and private goods are based on
characteristics of the goods themselves, not on whether they are provided by
the public or the private sector. Postal services are a private good provided by
the public sector. The fact that these goods are produced by a government
agency does not make them a public good.

External Costs and Benefits

Suppose that in the course of production, the firms in a particular industry
generate air pollution. These firms thus impose costs on others, but they do so
outside the context of any market exchange—no agreement has been made between
the firms and the people affected by the pollution. The firms thus will not be faced
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19. A cost imposed on others
outside of any market
exchange.

20. An action taken by a person or
firm that creates benefits for
others in the absence of any

market agreement.
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with the costs of their action. A cost imposed on others outside of any market
exchange is an external cost'’.

We saw an example of an external cost in our imaginary decision to go for a drive.
Here is another: violence on television, in the movies, and in video games. Many
critics argue that the violence that pervades these media fosters greater violence in
the real world. By the time a child who spends the average amount of time watching
television finishes elementary school, he or she will have seen 100,000 acts of
violence, including 8,000 murders, according to the American Psychological
Association. Thousands of studies of the relationship between violence in the media
and behavior have concluded that there is a link between watching violence and
violent behaviors. Video games are a major element of the problem, as young
children now spend hours each week playing them. Fifty percent of fourth-grade
graders say that their favorite video games are the “first person shooter” type.See
Report of the Committee on Commerce, Science, and Transportation, Children’s
Protection From Violent Programming Act, Senate Report 106-509 (October 26, 2000),
Washington, D.C.: U.S. Government Printing Office, 2000, and Michael Rich, “Violent
Video Games Testimony,” Chicago City Council, October 30, 2000, at

http://www.aap.org/advocacy/rich-videogameviolence.pdf.

Any tendency of increased violence resulting from increased violence in the media
constitutes an external cost of such media. The American Academy of Pediatrics
reported in 2001 that homicides were the fourth leading cause of death among
children between the ages of 10 and 14 and the second leading cause of death for
people aged 15 to 24 and has recommended a reduction in exposure to media
violence.Mark Rosenberg, “Successful State Strategies,” Adolescent Health
Leadership Forum, December 6, 2003, at http://www.aap.org/advocacy/ahproject/
AHLSuccessful StateStrategiesMRosenberg.pps. It seems reasonable to assume that
at least some of these acts of violence can be considered an external cost of violence
in the media.

An action taken by a person or firm can also create benefits for others, again in the
absence of any market agreement; such a benefit is called an external benefit*’. A
firm that builds a beautiful building generates benefits to everyone who admires it;
such benefits are external.
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External Costs and Efficiency

The case of the polluting firms is illustrated in Figure

" " . Figure 6.11 External Costs
6.11 "External Costs". The industry supply curve $;

reflects private marginal costs, MCp. The market price is Deadweight 5= MC,

loss 5= MCp

Py, for a quantity Qp. This is the solution that would

o

occur if firms generating external costs were not forced
to pay those costs. If the external costs generated by the
pollution were added, the new supply curve S; would

Price per unit
o

Demand

reflect higher marginal costs, MCe. Faced with those Q, Q,
. . Quantity per period
costs, the market would generate a lower equilibrium

quantity, Qe. That quantity would command a higher When firms in an industry

price, Pe. The failure to confront producers with the cost generate external costs, the

of their pollution means that consumers do not pay the ~ SuPply curve Syreflects only

full cost of the good they are purchasing. The level of
output and the level of pollution are therefore higher external costs they impose shifts
than would be economically efficient. If a way could be  the supply curve to S5, which
found to confront producers with the full cost of their  reflects the full marginal cost of
choices, then consumers would be faced with a higher the firms’ production, MCe.
cost as well. Figure 6.11 "External Costs" shows that Output is reduced and price goes

. . LT i
consumption would be reduced to the efficient level, Qe, up- The dead“felg htloss that
occurs when firms are not faced

at which demand and the full marginal cost curve (MCe)  with the full costs of their
decisions is shown by the shaded
area in the graph.

their private marginal costs,
MCp. Forcing firms to pay the

intersect. The deadweight loss generated by allowing
the external cost to be generated with an output of Qp is

given as the shaded region in the graph.
External Costs and Government Intervention

If an activity generates external costs, the decision makers generating the activity
will not be faced with its full costs. Agents who impose these costs will carry out
their activities beyond the efficient level; those who consume them, facing too low a
price, will consume too much. As a result, producers and consumers will carry out
an excessive quantity of the activity. In such cases, government may try to
intervene to reduce the level of the activity toward the efficient quantity. In the
case shown in Figure 6.11 "External Costs", for example, firms generating an
external cost have a supply curve S; that reflects their private marginal costs, MCp.

A per-unit pollution fee imposed on the firms would increase their marginal costs
to MCe, thus shifting the supply curve to Sz, and the efficient level of production
would emerge. Taxes or other restrictions may be imposed on the activity that
generates the external cost in an effort to confront decision makers with the costs
that they are imposing. In many areas, firms and consumers that pollute rivers and
lakes are required to pay fees based on the amount they pollute. Firms in many
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21. Resources for which no
property rights have been
defined.

6.3 Market Failure

areas are required to purchase permits in order to pollute the air; the requirement
that permits be purchased serves to confront the firms with the costs of their
choices.

Another approach to dealing with problems of external costs is direct regulation.
For example, a firm may be ordered to reduce its pollution. A person who turns his
or her front yard into a garbage dump may be ordered to clean it up. Participants at
a raucous party may be told to be quiet. Alternative ways of dealing with external
costs are discussed later in the text.

Common Property Resources

Common property resources’'Common property resources are sometimes
referred to as open access resources. are resources for which no property rights
have been defined. The difficulty with common property resources is that
individuals may not have adequate incentives to engage in efforts to preserve or
protect them. Consider, for example, the relative fates of cattle and buffalo in the
United States in the nineteenth century. Cattle populations increased throughout
the century, while the buffalo nearly became extinct. The chief difference between
the two animals was that exclusive property rights existed for cattle but not for

buffalo.

Owners of cattle had an incentive to maintain herd sizes. A cattle owner who
slaughtered all of his or her cattle without providing for replacement of the herd
would not have a source of future income. Cattle owners not only maintained their
herds but also engaged in extensive efforts to breed high-quality livestock. They
invested time and effort in the efficient management of the resource on which their
livelihoods depended.

Buffalo hunters surely had similar concerns about the maintenance of buffalo
herds, but they had no individual stake in doing anything about them—the animals
were a common property resource. Thousands of individuals hunted buffalo for a
living. Anyone who cut back on hunting in order to help to preserve the herd would
lose income—and face the likelihood that other hunters would go on hunting at the
same rate as before.

Today, exclusive rights to buffalo have been widely established. The demand for
buffalo meat, which is lower in fat than beef, has been increasing, but the number
of buffalo in the United States is rising rapidly. If buffalo were still a common
property resource, that increased demand, in the absence of other restrictions on
hunting of the animals, would surely result in the elimination of the animal.
Because there are exclusive, transferable property rights in buffalo and because a
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competitive market brings buyers and sellers of buffalo and buffalo products
together, we can be reasonably confident in the efficient management of the
animal.

When a species is threatened with extinction, it is likely that no one has exclusive
property rights to it. Whales, condors, grizzly bears, elephants in Central
Africa—whatever the animal that is threatened—are common property resources.
In such cases a government agency may impose limits on the killing of the animal
or destruction of its habitat. Such limits can prevent the excessive private use of a
common property resource. Alternatively, as was done in the case of the buffalo,
private rights can be established, giving resource owners the task of preservation.

KEY TAKEAWAYS

+ Public sector intervention to increase the level of provision of public
goods may improve the efficiency of resource allocation by overcoming
the problem of free riders.

« Activities that generate external costs are likely to be carried out at
levels that exceed those that would be efficient; the public sector may
seek to intervene to confront decision makers with the full costs of their
choices.

« Some private activities generate external benefits.

A common property resource is unlikely to be allocated efficiently in the
marketplace.

TRY IT!

The manufacture of memory chips for computers generates pollutants that
generally enter rivers and streams. Use the model of demand and supply to
show the equilibrium price and output of chips. Assuming chip
manufacturers do not have to pay the costs these pollutants impose, what
can you say about the efficiency of the quantity of chips produced? Show the
area of deadweight loss imposed by this external cost. Show how a
requirement that firms pay these costs as they produce the chips would
affect the equilibrium price and output of chips. Would such a requirement
help to satisfy the efficiency condition? Explain.
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Case in Point: Protecting Wildlife by Establishing Private
Property Rights

© Thinkstock

Imagine that you are a rural landowner in Kenya. You grow crops, sell them,
and 