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Preface to ”Teaching and Learning Advances on

Sensors for IoT”

Dear Colleagues,

The Internet of Things (IoT) is widely considered the next step towards a digital society where

objects and people are interconnected and interact through communication networks. The IoT not

only has a huge social impact, but can also support the employability and boost the competitiveness

of companies. It is widely considered one of the most important key drivers for the implementation

of so-called Industry 4.0 and for the digital transformation of companies.

Sensing is a fundamental part of IoT environments, where massive amounts of data are

constantly sensed. Proper quality data acquisition leads to more accurate decision making. Thus,

the importance of good practices when sensing data in IoT environments is growing.

The rapid diffusion of IoT technologies has created an important educational challenge, namely,

the need to train a large number of professionals able to design and manage a fast evolving and

complex ecosystem. Thus, an important research effort is being carried out in innovative technologies

(simulators, virtual and remote labs, mobile apps, robotics, e-learning platforms, learning analytics,

etc.) applied to innovative teaching practices.

This book focuses on all the technologies involved in improving the teaching and learning

process of some of the sensor-based IoT topics, such as virtual sensors, simulated data acquisition,

virtual and remote labs for IoT sensing and innovative teaching materials, among others.

For example, the work presented by Pastor-Vargas et al., Labs of Things at UNED (LoT@UNED),

provides remote laboratories for full IoT development, including edge, fog and cloud computing,

complemented with communication protocols and cybersecurity. The use of these remote laboratories

allows students to acquire complete IoT skills using real devices and platforms from home. The paper

also introduces its use in an official master’s degree in computer engineering. The work done by

Fernández-Camarés et al. provides an introductory practical guide to IoT cybersecurity assessment

and exploitation. On the other hand, Huertas et al. propose a novel multimodal learning analytics

architecture that builds on software-defined networks and network function virtualization principles.

The provided findings and the proposed architecture can be useful for other researchers in the area of

MMLA and educational technologies envisioning the future of smart classrooms. The work done

by Tabuenca et al. addresses the educational need to train students on how to design complex

sensor-based IoT ecosystems. Hence, a project-based learning approach is followed to explore

multidisciplinary learning processes implementing IoT systems that varied in the sensors, actuators,

microcontrollers, plants, soils and irrigation systems they used. Finally, the work done by Ruiz-Rube

presents several extensions to the block-based programming language used in App Inventor to make

the creation of mobile apps for smart learning experiences less challenging. Such apps are used to

process and graphically represent data streams from sensors by applying map-reduce operations.

The articles published in this book present only some of the most important topics about

IoT learning and teaching. However, the selected papers offer significant studies and promising

environments.

Sergio Martin

Editor
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Solutions from Edge to Cloud Infrastructures:
A Practical Case

Rafael Pastor-Vargas 1,∗, Llanos Tobarra 1, Antonio Robles-Gómez 1, Sergio Martin 2,

Roberto Hernández 1 and Jesús Cano 1,3

1 Department of Control and Communication Systems, Computer Science Engineering Faculty,
Spanish National University for Distance Education (UNED), 28040 Madrid, Spain; llanos@scc.uned.es (L.T.);
arobles@scc.uned.es (A.R.-G.); roberto@scc.uned.es (R.H.); jesus.cano@computer.org (J.C.)

2 Electrical and Computer Department, Industrial Engineering School, Spanish National University for
Distance Education (UNED), 28040 Madrid, Spain; smartin@ieec.uned.es

3 Faculty of Law, San Pablo CEU University, 28003 Madrid, Spain
* Correspondence: rpastor@scc.uned.es

Received: 22 May 2020; Accepted: 2 July 2020; Published: 5 July 2020

Abstract: Internet of Things (IoT) learning involves the acquisition of transversal skills ranging from
the development based on IoT devices and sensors (edge computing) to the connection of the devices
themselves to management environments that allow the storage and processing (cloud computing) of
data generated by sensors. The usual development cycle for IoT applications consists of the following
three stages: stage 1 corresponds to the description of the devices and basic interaction with sensors.
In stage 2, data acquired by the devices/sensors are employed by communication models from the
origin edge to the management middleware in the cloud. Finally, stage 3 focuses on processing and
presentation models. These models present the most relevant indicators for IoT devices and sensors.
Students must acquire all the necessary skills and abilities to understand and develop these types
of applications, so lecturers need an infrastructure to enable the learning of development of full IoT
applications. A Web of Things (WoT) platform named Labs of Things at UNED (LoT@UNED) has been
used for this goal. This paper shows the fundamentals and features of this infrastructure, and how the
different phases of the full development cycle of solutions in IoT environments are implemented using
LoT@UNED. The proposed system has been tested in several computer science subjects. Students
can perform remote experimentation with a collaborative WoT learning environment in the cloud,
including the possibility to analyze the generated data by IoT sensors.

Keywords: web of things; IoT learning; cloud computing; protocols; virtualization; instructional design

1. Introduction

Internet of Things (IoT) [1] has become a key technology for the interconnection of smart
devices [2] with their surroundings. These devices acquire information from their immediate
environment using specific sensors and change the state of their environment through actuators.
These changes are performed through algorithms that determine the interaction with the environment.
This computational capacity is defined by the “Edge Computing” paradigm, which encompasses
not only algorithmic solutions but also the boundary conditions that must be taken into account
when implementing the device’s intelligence [3–5]. These conditions include requirements in terms of
response time, cost and energy consumption and use of bandwidth in communications, among others.

In the field of education, these technologies have been employed in computer science courses [6],
by allowing students to have a smooth and natural approach to them and their applications [7,8].

Sensors 2020, 20, 3770; doi:10.3390/s20133770 www.mdpi.com/journal/sensors1
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Additionally, [9,10] present the evolution of IoT learning scenarios in contexts like distributed
computing and cybersecurity. These contexts use distance learning/teaching methodologies and
corresponding environments.

The use of IoT applications has multiple fields of application [1], such as e-Health (health
monitoring of people [11], Personalized Healthcare [12] or biosensors-based environments [13,14]),
Smart Cities (traffic control [15] or intelligent transport systems [16]), Agriculture [17,18] or the vehicle
industry [19,20], among many others. The applications are practically endless, considering that the
number of intelligent devices and sensing systems are growing at a dizzying pace.

IoT has exploded in recent years, and it does not look like a short-term slowdown is taking place.
Gartner [21] predicted that there will be 20.4 billion smart devices connected and in use worldwide
by 2020, and a new Business Insider Intelligence study [22] predicts that the IoT market will grow by
more than $3 billion a year by 2026.

Taking into account the need for professionals in all the areas mentioned above, it is necessary
to have specific learning processes that allow students to acquire the necessary competences and
skills to undertake projects based on IoT infrastructures. Students must use components and layers
(hardware/software) that are deployed in this type of solution, so the learning process must incorporate
the use of technological tools similar to those that will be found on these IoT environments and domains.
Thus, the objectives of this paper are the following:

1. Analyze the main stages involved in the IoT development cycle and define the essential
characteristics of an environment that supports the learning and experimentation of all
these stages.

2. Describe the main features of a system designed by the authors that cover all IoT development
stages and and how this system fulfils the essential characteristics mentioned before.

3. Evaluate the students’ perception of the platform’s usefulness and its applicability in the different
stages involved in IoT projects.

The developed platform, Labs of Things at UNED (LoT@UNED), provides remote laboratories
for full IoT development, including edge, fog and cloud computing and complemented with
communication protocols and cybersecurity. The use of these remote laboratories allows students to
acquire complete IoT skills using real devices and platforms from home. The paper also introduces its
use in an official master degree in Computer Engineering.

Regarding the paper organization, Section 2 shows the methodology followed in this paper.
Section 3 describes the state of the art found in the literature about IoT remote laboratories. Section 4
describes the platform proposed by the authors, from the hardware, software and communications
point of view. Section 5 describes the practices implemented with this platform in a real use case.
Section 6 provides the results of a satisfaction survey provided to students. Section 7 details the
discussion of the main findings from the survey. Finally, conclusions are given in Section 8.

2. Methods

The methodology followed in this study includes the following steps:

1. Analysis of IoT applications to determine the main stages of IoT development.
2. Analysis of the literature to identify previous papers published describing IoT remote laboratories.

This analysis consists of the search for articles in the main scientific repositories for this topic:
MDPI, IEEExplorer and ScienceDirect. This step analyzes in which stages of IoT development are
focused the found papers.

3. Analysis of the system proposed by the authors to check the stages of IoT development covered.
4. In-depth description of the proposed system by the authors from the hardware, communications

and software points of view.
5. Description of the experimentation of this platform in a real Computer Engineering subject,

including the full IoT development cycle and indicating the designed practices provided to the
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students. A methodology based on a typical flow of the instructional design [23] has been used.
The first assumption made to start the application of instructional design is that the setting up of
a laboratory is not an isolated task. It should be integrated into the subject objectives as another
element of the instructional design. It should be a way to acquire a competence or skill related
to the subject. In addition to this, the methodology involved in a teaching/learning process
on distance, as our case is, implies much more periodical virtual attendance and interaction
with/among students than with a traditional methodology. All these learning resources presented
to students have to be available to them all time, and they expect innovation teaching approaches
to improve the quality of courses. This expectation is more noticeable in Engineering subjects
than only theoretical subjects such as maths when practical skills have to be acquired by
students. Additionally, supporting many students becomes a real challenge when technologies
are implemented and deployed in virtual courses. The instructional design methodology is made
up of the four phases, as it can be observed in the Figure 1:

• Activity Description. The educational objectives are first defined, a global description of the
laboratory is given to students and the expected outcomes are detailed to them in this step.

• Activity Design. In this phase, a set of elements to be employed in the activity are selected,
the acquisition data mechanism and the way in which the elements interact.

• Activity Development. Once the laboratory design is finished, students will be required
to perform some programming task with a set of provisioned services and obtained data,
as well as running a set of client applications. These have to be used, tested and synchronized
among them.

• Experimentation. The last step is to do experimentation with the services and applications
deployed to make improvements.

6. Survey preparation to analyze students’ satisfaction. It includes questions about: gender, age and
occupation. It also includes five-point Liker-scale questions about perceived usefulness, ease of
use, user attitude, social influence, ease of access and intention of use.

7. Analysis of the satisfaction survey provided to the students to validate the tool from a satisfaction
point of view. The previously mentioned indicators are analyzed by studying their standardized
mean, standard deviation, variance, minimum and maximum values, median, kurtosis,
asymmetry and Cronbach’s alpha.

Figure 1. Instructional design phases for a new laboratory.

3. State of the Art

To understand the complexity associated with the development of IoT solutions, it is important
to understand the organization of these systems, usually in a set of layers that implement specific
functionalities [3,24], as it can be observed in Figure 2. Usually, these layers are classified using
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a criterion of physical proximity to the environment and processing capacity of the components that
integrate it [25]:

• Layer 1: Edge computing [26,27]. This layer integrates hardware and software components as
smart devices, sensors and IoT protocols.

• Layer 2: Fog computing [4,5]. This intermediate layer provides an extra resources layer, such as
computing power or real-time services, to the edge layer.

• Layer 3: Cloud layer or dashboards [28] and assisted decision layer [24,29]. Data based solutions
using cloud services and the storage service of sensor data in layer 2. Usually, this layer uses
services, which need a high computational power capacity so this layer can be integrated with the
cloud provider of layer 2 or be located in another cloud provider, such as AWS IoT [30], Microsoft
Azure IoT [31] and IBM Watson IoT [32], or specific platforms [33].

Figure 2. Fog computing approximation for Internet of Things (IoT) solutions. Figure available on [34].

Other important aspects to have into account when analyzing IoT applications are the
communication technologies and protocols (such as HTTP, MQTT [25], CoAP [35] and others [36–38]),
and cybersecurity.

Analyzing the literature, most of the educational IoT labs are for hands-on experimentation.
Among those designed to experiment online out of laboratory facilities, many were just pure
simulations or virtual labs [39]. An example is the work of Patil et al. [40], who describe an IoT
virtual lab to allow students sensing and retrieving simulated data from the cloud using Python,
as part of the modeling and simulation lab.

Only a few remote labs can be found to allow remote experimentation. An example is
the work of Tunc et al. [41], who presented an IoT remote laboratory designed only for
cybersecurity experimentation.

El-Hasan [42] introduces an IoT mobile dashboard to allow off-campus practices through a system
including sensors, controlling and interfacing kits, cameras and others. Basically it only allows the
modification of certain parameters to switch the direction of rotation of a motor by changing predefined
values of voltage, current and power as well as other required parameters, such as speed and torque.

Fernandez-Pacheco et al. [43] describe an Arduino remote lab using a Raspberry Pi as
a server, but it is only intended for microcontroller programming (Arduino), not for IoT purposes
(cloud, Python programming, IoT protocols, cybersecurity, etc.).

Leisenberg [44] presents a remote lab based on Raspberry Pi for movement analysis.
Students should write the code to analyze real time images coming from a webcam. Again this
system is not intended for full-cycle IoT purposes.

4
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Rajurikar et al. [45] present a system for IoT protocols experimentation, mainly REST and CoAP.
They connected several sensors through an Arduino board and a Beagle Bone device to a cloud platform.
This cloud environment is only intended for End point Data Acquisition and decision-making.

From the previous work, we can conclude the essential characteristics to be covered in a IoT
laboratory/environment are:

• Access and development with IoT devices (edge programming).
• Development of solutions in the fog, with limited computational capacities (fog programming).
• Analysis of the data provided by the sensors and interaction with the actuators of the device

infrastructure (cloud dashboard and analytics programming).
• Configuration and management of specific communication protocols for IoT (protocol experimentation).
• Development of security techniques in IoT environments (cybersecurity).

It can also be observed that none of the analyzed works allow the implementation of all the
essential features required for learning the complete development cycle of the IoT applications.
Only Rajurikar et al. [45] complete the implementation and support of three out of the five features.
As a consequence, it is necessary to have an environment that complies with all the characteristics.

Table 1 compares the functionality implemented in each of the IoT remote labs found on the
literature and the authors’ proposed system. It can be observed that our proposal covers all the
features included in the study (edge programming, fog programming, cloud dashboards and analytics
programming, protocol experimentation and cybersecurity), whereas other approaches only cover
one or several functionalities. This way, the development of LoT@UNED implements the full set of
features, advancing in the development/research of this type of environments.

Table 1. Functionality comparison of the state of the art on IoT remote labs.

Edge
Programming

Fog
Programming

Cloud
Dashboard

and Analytics
Programming

Protocol
Experimentation

Cybersecurity

Tunc [41] X

El-Hasan [42] X

Fernandez-Pacheco [43] X

Leisenberg [44] X

Rajurikar [45] X X X

Authors X X X X X

To check how these features are implemented in the authors’ proposed system, the following
section describes the LoT@UNED platform more in detail.

4. Solution Description

4.1. Hardware Architecture

The LoT@UNED platform implements the edge layer through a set of IoT devices
(i.e., Raspberry Pi boards). Each device is connected to the services of layer 2 (Cloud IoT Layer) using
the MQTT protocol. This way, students can develop the skills and abilities corresponding to layers 1
and 2. The services of the Cloud IoT layer are provided through the IBM cloud provider, and specifically
using the IBM Watson IoT service. The service for storing sensor/device data is also implemented in
this provider. The non-relational database Cloudant is used for this purpose [46]. This cloud storage
service is used in the dashboard and assisted decision layer (Cloud Layer). Again, the IBM Watson
Studio service from IBM Cloud is used for the development of the analysis and machine learning
algorithms based on the data stored in the Cloudant service. LoT@UNED has been designed flexibly
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to be able to use other specific services from other providers for the cloud layers, so that experiences
can be designed for the development of IoT solutions using the AWS or Google services (AWS IoT,
Cloud IoT, S3 or Cloud Storage). The basis of a previous generation of our Web of Things (WoT)
platform was presented in [10].

The structure of the platform focuses on the availability of low-cost Raspberry Pi devices, which
are connected through a cluster that eases the device connection to the Internet. There are two logical
groupings available that facilitate the connection of new devices. The first group uses a specific rack for
the management and connection of the devices, as shown in Figure 3a. The characteristics of the rack
can be found on the website of the BitScope provider [47]. It allows grouping up to 40 Raspberry Pi
(Model B) devices, facilitating the connection to the electricity grid, the connection among devices and
the Internet connection. It can also be installed in a traditional rack, facilitating the management of the
cluster itself. Its high cost and the inability to add specific sensors in an individual way for each device
can be noticed as its main drawbacks.

The second grouping, as shown in Figure 3b, uses cheaper and more flexible components in terms
of device separation. This fact allows us to add specific sensors (cameras, GPS, temperature sensors,
etc.) without storage problems or cluster connectivity. In fact, the storage can be increased by lateral
fixings that support the structure of the cluster. Proof of this is the specific configuration that is used
in the example specified in the following section. This type of configuration is deployed outside of
the clusters to ease the replacement and management of the sensors in order to provide the necessary
redundancy for the services that uses this configuration.

(a) (b)

Figure 3. Devices clustering: blade rack and cheap setup. (a) Blade rack. (b) Cheap setup.

The variety of setups (clustered or individual) allows the logical grouping of the services offered
by LoT@UNED and, also, the redundancy necessary to provide a stable learning service for students.
For example, in the case of the setup of Figure 5, there are three exact replicas that are managed by the
software developed, installed on the base image of the Raspberry Pi and integrated transparently within
the service availability (a service, three concurrent accesses). The base image of each Raspberry Pi card
comes with the connection services to the IoT service in the cloud, which allows the self-registration
of the devices. This self-registration allows us to automatically have the inventory of the devices
and the available setups for the entire IoT environment of LoT@UNED. Each device will add specific
information about the type of educative service offered (it can be more than one), which will allow the
activity manager to decide on the assignment of each environment for the student who requests it.

4.2. Communication

Resources in LoT@UNED are understood as a standard communication channel using the MQTT
protocol (for interaction commands) and the required software to “control” and “program” the device
(a Python distribution, sensor access libraries, etc.). All these resources define a run-time environment
that depends on the service that the end-user wants to offer.

6
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The MQTT protocol has been selected due it its popularity and specific way of working.
This paradigm uses the message as a fundamental unit of communication. The participants in the
solution are the ones who give meaning to the message. The roles of subscriber, editor (publisher) and
broker are usually assigned. Subscribers register their interest in certain messages from one or more
editors/publishers. This interest is handled through the broker, which is the responsible for managing
the flow of messages between publishers and subscribers. Once the editor generates a message, it
is delivered through the broker so that it sends it to the interested subscribers. Hence, the MQTT
protocol is able to simplify and facilitate the synchronization between all nodes and jobs available in
the IoT platform.

Each message with MQTT is associated with a topic, so the broker and the subscriber can identify
the message. The usual topics are “data”, “status” or “alarm”; and they act as semantic labels of the
information carried by the messages. The targeting of different topics allows administrator to check
the health of the IoT solution and to monitor its network communication in a fast way.

An example of a message’s flow for MQTT is shown in Figure 4. In this particular case,
a temperature sensor (publisher) is sending the temperature using the topic data to the MQTT broker.
The MQTT broker delivers the topic messages to the two subscribers (computer and mobile device),
which previously registered their interest in the data topic.

Figure 4. MQTT flow of messages for topics and subscriptions.

4.3. Software Architecture

4.3.1. Virtualization and Orchestration

The run-time environment can be “packaged” using already known virtualization
technologies [41], such as Docker [48,49]. Docker is based on the use of containers that define
a prefabricated execution environment. Docker can be deployed in any infrastructure that supports
this technology. The definition of a service is based on the execution of one or more Docker containers,
although usually only one of them is necessary. Specifically, in the case of services associated with
experimental sessions with IoT devices, the container is executed on the same device which provides
sensors and runtime. However, in more advanced practices it is possible to run several containers
on the same device or several at the same time. This orchestration of containers allows identifying
scenarios of collaborative use where the sensors of several devices [50,51] are used in coordination
to obtain a specific purpose (traffic control at crossings with several traffic lights, data from the
environmental sensors of several drones flying over aerial areas for pollution indices, etc.).

Regardless of whether the service requires the execution of one or more containers, it is essential
to provide an orchestration layer of those containers providing:

7
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• Dynamic access management to devices. Since there may be an inherent concurrence in
the development of practices in a remote environment, the orchestration layer must identify
which services/containers are running on the IoT devices. This capability facilitates the
search for containers/devices available in the LoT@UNED infrastructure and the assignment to
new students.

• Redundancy and fault tolerance. The orchestration layer identifies the number of IoT devices
per usage scenario (service). It is able to assign, in case of failure, a new device (or several,
depending on the service). The ability to re-start (resume) the work session in case of failure is
not currently supported.

• Management of the basic containers of the services. To facilitate the distribution of existing
containers/services or the distribution of new ones, the orchestration layer should have the ability
to locate the images of those containers in standard repositories [52].

There are several orchestration system solutions available, such as Docker Compose [53],
Docker Swarm [54] or Kubernetes [55]. For the orchestration and control layer of LoT@UNED,
Kubernetes has been selected since it eases the management of the device containers and
the supervision of all the executed containers in the infrastructure through its dashboard [56].
This characteristic is essential to provide a continuous service delivery of the IoT laboratories in
the infrastructure and an availability close to 24 × 7.

The main drawback of the Kubernetes deployment model is associated with the dedicated use
of one of the infrastructure devices as the master node of the orchestration layer. This makes the
orchestration layer vulnerable to the fall of this node and, therefore, it is essential to monitor it in real
time, and to include automatic restart procedures.

4.3.2. Execution Services

The complete architecture of the execution services into the LoT@UNED infrastructure is shown in
Figure 5. It shows how each IoT device contains a Docker run-time environment and acts as a slave node
of the Kubernetes cluster. On the control plane, there is a device (a Raspberry Pi) that acts as a master of
the cluster and it communicates with the broker (IBM Watson IoT) to ease the communication channel
(MQTT) with the IoT devices to be used during the interactive sessions (Shell Service).

There are currently three base containers that are identified with the “services” offered by the LoT
infrastructure:

1. IoT. The container provides a run-time environment based on the Python programming language
and the sensor access libraries are available in device setups with the Sense Hat module. It is used
in the field of knowledge of IoT solutions.

2. Programming. This container/service only provides an environment with a Python distribution
for its use in basic programming activities.

3. Security. This environment provides the basic Linux tools for cybersecurity operations through
a virtual shell console: nmap, wireshark, route, etc. commands do not really run on the provided
virtual console, but directly on Raspberry Pi 3 devices, through the service orchestration platform.

8
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Figure 5. Technical solution for Labs of Things at UNED (LoT@UNED).

With these computing services (of execution) it is possible to build and define laboratory activities
in different areas using the flexible infrastructure of LoT@UNED. The fundamentals of the definition
of learning services and the workload protocol to define them using the tools/applications provided
by LoT@UNED are detailed in the next subsection.

4.3.3. Services Implemented

In order to take advantage of the scalability of the infrastructure introduced above, it is necessary
to provide such infrastructure with a set of services that allows the use of devices in remote educational
environments. The offered services should implement the following features:

• Authenticate the user (student/teacher) into the infrastructure. It is important to facilitate the
automatic identification of users. So, users must log in once but be able to access all the services
transparently (SSO, Single Sign-On).

• Provide direct access to an interactive environment with devices. This environment is customized
for the practice that the student must perform. Therefore, the actions that students can perform
on the devices are limited by the environment configuration.

• Include analytic capabilities by storing the student’s interaction through the whole cycle with
the devices. Thus, the executed commands as well as the responses can be retrieved for review.
Consequently, lecturers can evaluate the student’s performance during the work session.

• Provide the capability to create and edit learning practices using predefined services for a specific
field of knowledge (for example, IoT).

These characteristics are implemented through a set of services and applications that are included
in the environment. Specifically, two fundamental applications are fully integrated with LoT@UNED:

• Initial web portal for students/teachers [57]. This website portal allows user authentication and access
to the different practices available to the student, grouped by area of knowledge (see Figure 6).
In addition, in the case of the teacher role, practices can be created from predefined execution
services, adding the appropriate learning resources (statement of practice). Under the teacher
role, work session options can also be configured (duration, commands to be executed on the
IoT device, etc.). The access portal also allows verifying and analyzing the work sessions in the
different practices, intending to evaluate the students.

• Shell. This application implements direct interaction with the IoT device, taking into account
the possible actions and configuration of the practice defined by the teacher (Figure 7).
The MQTT protocol is used for interaction with the devices, which allows the entire work
session to be stored.
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Figure 6. Knowledge domain for IoT supported learning scenarios.

Figure 7. Interaction with IoT devices using the Shell service in LoT@UNED.

5. Experimentation

The sample case is carried out within the context of the “Cloud Computing and Network Service
Management” subject, which belongs to the MSc degree in Computer Science Engineering. This degree
is composed of a set of mandatory and optional subjects, some of them having 6 ECTS credits and
others 4 ECTS credits. The subject considered in this work is mandatory, consists of 4 ECTS credits and
is studied in the first semester of the first academic year. The degree is taught at the Computer Science
Engineering School of the public Spanish University for Distance Education (in Spanish, Universidad
Nacional de Educación a Distancia, UNED). The learning/teaching methodology is totally on distance,
since Master degrees at UNED do not consist of face-to-face classes.

The subject focuses on specific competencies and skills in developing cloud computing
solutions [58]. Students are provided with a guided example on the use of these technologies over
a complete IoT solution. Three different and interconnected practical activities have to be solved by the
students of this subject. The cybersecurity practice was not used, as it was out of the subject syllabus:

1. Development of a simple application in a cloud service provider.
2. Connecting IoT devices to IoT Cloud Services and Platform from a cloud provider. These IoT

devices are real boards accessed remotely.
3. Development of dashboards and data analytics based on information provided by sensors

connected to IoT devices.
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This solution is especially important for distance educational environments, which should satisfy
the following requirements:

• 24 × 7 availability of services associated with smart devices.
• Dynamic management of smart devices (horizontal growth of the IoT solution).
• Integration with IoT platforms and services in the cloud through the use of standard

communication protocols, such as those mentioned in the previous section.
• Direct interaction with the sensors/elements of the devices through simple user interfaces and

using Web protocols.

The following sections describe each one of the practices implemented.

5.1. Practice 1: Simple Application in a Cloud Service Provider

As it was mentioned earlier, the use of IoT devices is required in the second assessment. In this
case, the specific skills to be learned focus on the first layer of the development of IoT solutions, this is,
the sensors/devices/protocols layer. In this practice, students have to deal with three of the essential
characteristics: edge programming, fog programming and protocol communication. A specific setup
is integrated into the LoT@UNED infrastructure for providing students with remote access to this
working layer (IoT devices). This setup is replicated, and it consists of a Raspberry Pi device and
its corresponding sensors. These setups are connected to the LoT@UNED infrastructure, so they are
available to the students by using the service portal. Each IoT device is able to record video and capture
photos, as well as measure temperature, humidity and pressure. It also captures values associated
with motion/location sensors (gyroscope, accelerometer and magnetometer), and it includes a GPS
module in anticipation of future mobile scenarios.

The physical implementation of this setup is carried out with a Raspberry Pi 3, as the basis of the
device/microcontroller component. This device, by default, does not have any specific sensor/actuator,
but many of them can be connected to develop different projects. In this specific case, a set of additional
elements has been incorporated to generate an environment with a set of sensors. These elements are:

• Raspberry Pi Camera. This element provides the features of video recording and photo capture.
It can also be used in remote space surveillance projects, configuring the device to broadcast in
real-time streaming.

• USB microphone. Since the Raspberry’s operating system is Debian, it is possible to connect
standard devices to its ports (specifically to the USB ports). In that case, the audio recording has
been added to the device to complement the video recording.

• GPS module. Although our learning scenario is considered to be static by default, this module
has been added in anticipation of mobile scenarios. In addition to this, it provides with a very
rich dataset in terms of GPS position itself, measurement error data and other associated values
provided by satellites when reading GPS values.

• Sense Hat module. This module was originally created to work on the Astro Pi mission in the
international space station. Subsequently, it became widely available to the entire Raspberry user
community. The Sense Hat module (see Figure 8) provides temperature, humidity and pressure
readings, as well as the values associated with motion/location sensors (gyro, accelerometer and
magnetometer). Additionally, it provides an array of 8 × 8 LEDs (RGB) and a five-button joystick.
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Figure 8. Example of individual Raspberry Pi device.

Students can access the Shell console to interact with the sensors by developing code in Python.
This code is used to get sensor values (temperature, pressure, humidity, accelerometer data and
GPS data). They can also write values directly on the LED array, so a word or phrase can be
displayed in the array. The setup provides a video stream that can be programmed using python code
(starting and stopping the video stream). To implement this activity, the related practice is designed
using the corresponding runtime service “IoT”. This service is defined as one of the three runtime
services available, as it was mentioned earlier.

The service is configured to connect with a Cloud IoT Service Platform (IBM Watson IoT). This way,
the setup’s environment provides the MQTT library (owned by IBM and deployed on the setup) for
programming and implementing the MQTT services (messages, topics and so on). These services must
be deployed via Python code and consumed by an external application, which has to be developed by
students (similar to the application shown in Figure 9).

Figure 9. Game of words. IoT devices with sense hat.
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Node-RED [59] is used to program this application. This framework is a visual development tool
for programming IoT environments. As the setup uses MQTT, students have to use connectivity blocks
for sending and receiving MQTT messages or topics. On the one hand, this tool allows the subscription
to one or several topics of the MQTT message system (coming from one device, or several ones); such
as the data from the sensors, current sessions or stops and messages between them. On the other hand,
a topic (message or event) to the MQTT message system for session management can be published.

5.2. Practice 2: Connecting IoT Devices to IoT Cloud Services and Platform from a Cloud Provider

After developing the “local” solution, corresponding to the sensors/devices/protocols layer,
students must learn and know the operation and services of an IoT platform in the cloud. In this
case, it is specifically intended that they learn how to store data from the sensors they are using in
the local solution. Since MQTT is used as a communication protocol, any cloud service platform
that supports this protocol can be used in this part of the learning scenario (layer 2 of the IoT’s full
development model). The platform used by the students for their practices is IBM Watson IoT because
the LoT@UNED infrastructure itself is based on this platform.

The main objective of this activity is to become familiar with the use of a series of services offered
by IBM Watson IoT, focusing on the storing of sensor data and device management. IBM Watson IoT
has a management space for device types and registered devices. Again, to understand the services
provided by the Cloud IoT Platform, a student must use a specific activity defined in LoT@UNED.
This practice is based in the “IoT” runtime service and its goal is to connect with the management space
(using MQTT protocol) and check the services for this Cloud IoT Platform. The full documentation
and services description is available in [60].

Additionally, to provide a cloud storage service, students must develop a single cloud application,
which uses the Cloudant [61] service to store the sensor ’s data. This application uses Node-red
framework to facilitate the integration with the MQTT protocol and get the data from the device
(assigned using LoT@UNED infrastructure). The Node-red distribution, included as a service in the
IBM Cloud platform, has specific blocks to connect with Cloudant services to simplify the storing of
information (see Figure 10). This data will be used in the next step of the learning scenario for the
Layer 3 of our sample case.

In short, the practice focuses on the aspects related to the specific communication protocols
of IoT and the integration with external suppliers. In addition, students experiment with the
security mechanisms of these protocols and the applications/services that use them. For the essential
characteristics, students work on: protocol experimentation and cybersecurity.

Figure 10. Cloudant integration in a Node-Red application.
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5.3. Practice 3: Development of Dashboards and Data Analytics

In previous sections, the theoretical aspects of dashboards and assisted decision layer learning
were given and, also, how this layer is linked with the LoT@UNED platform. Now, we detail a concrete
example of an application for this layer.

The presentation and decision layer provides human-readable information to see what is the
status of the IoT solution (specifically, status and information data from sensors). Sensors produce
valuable information from the environment in which they are integrated. This information allows the
generation of indicators to monitor different types of environments where sensorization can be critical.
For example, in the case of medical environments, biomedical sensors allow information to be collected
and displayed on dashboards to monitor patients [62,63]. The importance of the development of these
dashboards depends on the information monitored, but usually, at least, a dashboard is developed
to have monitoring information of the IoT environment. As previously seen, the information from
the environment is stored in a data storage service that is usually in the cloud. This information
can be represented in real-time, by dashboards, or analyzed to calculate performance indicators.
These indicators can be used in decision-making and risks evaluation [46]. Therefore, these decisions
are assisted by IoT data.

In this particular practice, the student will work on the development of a dashboard that uses the
analytical capacity of the cloud providers and will represent the relevant information from the IoT
data. This way, students will work on the essential characteristics corresponding to cloud dashboard
and analytics programming. The dashboard must show real-time information about temperature,
humidity and pressure (provided by the Sense Hat sensors). In addition, other indicators can be
shown dynamically, such as time, the accelerometer values (X, Y and Z coordinates), pitch, yaw
and roll. Figure 11 shows an example of a single dashboard built with basic gauges. This example
is a basic template provided to students, which has to be modified and enriched following basic
visualization techniques.

Figure 11. Single dashboard for sensor data.
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Once the student has proven to be able to solve IoT data representation problems, they have
to add the decision element in the production line related to an IoT solution. These decisions must
be based on using stored data from sensors, and they will vary depending on the environment in
which the solution is integrated [64]. The use of instantaneous data is not enough, so it is necessary to
verify the evolution of the data and calculate performance indicators (usually statistical indicators).
The cloud IoT service platform stores the data (layer 2 in our model), so the indicators can be analyzed
and graphically represented. Data being in the cloud allows for its use in different service providers
that have data analysis tools and in many cases, given the nature of the IoT data production ratio,
Big Data techniques must be applied.

On the other hand, by using the Apache Spark analytics service, students have to analyze the
stored data. Another service named IBM Watson Studio is used jointly with the Apache Spark Engine
to facilitate the use of the analytics service. These services allow for the creation of notebooks in
a variety of programming languages (among others, Python or Scala) for interactive work with the
aforementioned services. Students must use one of the following sensed parameters as a basis of the
analysis: temperature, humidity, or pressure. Additionally, some filter tasks are necessary for data.
Some examples are changing the sensed time from string to DateTime, grouping values, filling empty
values, transforming data to make specific accesses or truncating values. This way, students learn how
to manage the generated data in the cloud and prepare them for the data analysis itself.

6. Results

This section analyzes the data obtained from an opinion survey provided to LoT@UNED students.
Some preliminary results and conclusions were included in [65]. The amount of surveyed students
was 129, in which 89.15 % of the users were male and the 10.85 % of them were female, as indicated
in Table 2. With regard to the job occupation, a big amount of students are not related to computer
science. In particular, a total of 79.9 % of students.

Figure 12 shows the comparison of the job situation of the surveyed students about the
LoT@UNED platform, in terms of their job profile (computer scientist, non-computer scientist
and others) with their age divided by ranges (less or equal to 30 years, between 30 and 39 years,
between 40 and 49 years and equal to or older than 50 years). As observed, many students are in the
range of 30 and 39 years old with a dominant computer science profile. The conclusion about the
job occupation is even stronger for the range of 40–49 years old. In contrast, the youngest and oldest
students have an occupation profile out of computer science.

Table 2. Users’ profile.

Indicator Options (%)

Gender Male 89.15
Female 10.85

Age Group

≤30 years 30.23
30–39 years 42.64
40–49 years 24.03
≥50 years 3.10

Occupation
Computer science related job position 20.1

Non-computer science related job position 51.2
Others 28.7
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Figure 12. Comparing the job situation versus the age ranges for users who tested the
LoT@UNED platform.

The measured indicators were the perceived usefulness of the LoT@UNED platform by students,
its ease of use for practical activities, the users’ attitude when using the platform, the social influence
when using it, the ease of access to the platform and the students’ intention of use the platform for
practical activities within the context of LoT@UNED.

Table 3 represents the statistical data generated from the students’ opinion survey (perceived
usefulness, ease of use, user attitude, social influence, ease of access and intention of use), in terms
of the standardized mean, standard deviation, variance, minimum and maximum values, median,
kurtosis, asymmetry and Cronbach’s alpha. Regarding the mean values of indicators, with a five-point
scale, they can be considered as very good. The best one is the ease of use with a value of 4.13, but the
worse one is the ease of access with a value of 3.40. This fact can be due to the student’s profile
described above. The presented standard deviation and variance values are not so high, enforcing
the goodness of the exposes results. In addition to this, mean and median values are very similar.
The analysis of the kurtosis, asymmetry and Cronbach’s alpha indicators indicate that these results
are consistent.

The kurtosis characteristic describes the concentration of data around the average of each indicator
shown in Table 3. These kurtosis values are positive for four indicators (they are on the right side of
the mean) and negative for two of them (they are on the left side of the mean). These characteristics
consider the standardized mean of each indicator as a central point, so the data distribution is close to
each indicator mean. This means they are not too scattered and in ranges of normality. This is enforced
by examining the median value of each indicator, since they are near its corresponding mean.

On the other hand, the asymmetry characteristic measures the degree of symmetry of the data
distribution for each indicator shown in the horizontal axis. These asymmetry values are negative in
all cases, except one of them, so their distribution generally tends to the left within the x-coordinate
axis. Obviously, the positive case is to the right side. They are not too high of values, so they are
considered as a good distribution.

In addition to this, the Cronbach’s alpha for each indicator is bounded among 0.87 and 0.90. These
values are considered as more than acceptable. What is more, the general Cronbach’s alpha is slightly
higher than 0.9. This means that the reliability of all indicators together is really good, and we can
conclude that there is a correct internal consistence. The Cronbach’s alpha calculates the mean of the
correlation among the exposed indicator.
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These results are very rich, since they contain lower and higher values, as indicated with
the minimum and maximum values. To sum up, the exposed statistical values are satisfactory,
by considering the literature [66,67], being very reliable to be employed in further studies. Additionally,
Table 4 shows the amount of students who answered for each indicator: strongly agree, agree, neutral,
disagree or strongly disagree.

Table 3. Results obtained from an opinion survey after testing the LoT@UNED platform
(statistical data).

Perceived
Usefulness

Ease of
Use

User
Attitude

Social
Influence

Ease of
Access

Intention
of Use

Standardized Mean 3.93 4.13 4.11 3.67 3.40 4.04

Standard Deviation 0.87 0.95 0.89 0.79 0.71 1.04

Variance 0.76 0.91 0.80 0.63 0.50 1.09

Minimum Value 1.00 1.00 1.00 2.00 1.50 1.00

Maximum Value 5.00 5.00 5.00 5.00 5.00 5.00

Median 4.00 4.33 4.25 3.67 3.50 4.33

Kurtosis 0.96 0.15 0.43 −0.92 −0.04 0.01

Asymmetry −0.95 −0.96 −0.93 0.21 −0.27 −0.96

Cronbach’s Alpha 0.88 0.89 0.87 0.89 0.90 0.88

Table 4. Results obtained from an opinion survey after testing the LoT@UNED platform (counting with
a five-point Liker-scale).

Strongly
Agree

Agree Neutral Disagree Strongly
Disagree

Perceived Usefulness 43 58 20 7 1

Ease of Use 61 37 21 9 1

User Attitude 61 40 21 6 1

Social Influence 22 46 55 6 0

Ease of Access 7 63 50 9 0

Intention of Use 61 34 19 13 2

Finally, Table 5 indicates how the selected indicators are correlated among them. The represented
values enforce the conclusions obtained for the statistical data described above. There is a strong
influence among them. The next step would be to examine their concrete influence, and how they are
related. The perceived usefulness influences the user attitude about using the LoT@UNED platform in
very a strong way, with a value of 0.813. The usefulness indicator also affects the intention of use of
this platform in the future in an indirect way. This value is 0.689. Another strong influence is the user
attitude versus the intention of use, with a value of 0.768. The rest of the indicators are very influenced
among them in a lower manner. Results marked with * correspond to the presented ones in the same
table when comparing the two indicators in the opposite axis.
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Table 5. Correlation matrix among the exposed indicators.

Perceived
Usefulness

Ease of
Use

User
Attitude

Social
Influence

Ease of
Access

Intention
of Use

Perceived
Usefulness

1.000 0.597 0.813 0.615 0.552 0.689

Ease of Use * 1.000 0.609 0.527 0.582 0.597

User Attitude * * 1.000 0.616 0.610 0.768

Social Influence * * * 1.000 0.517 0.543

Ease of Access * * * * 1.000 0.535

Intention of Use * * * * * 1.000

7. Discussion

According to the results obtained in the student survey, students find the LoT@UNED platform
very useful (standardized mean for perceived usefulness: 3.93). It is a global indicator associated
with the activities carried out in the LoT@UNED platform, described in the experimentation section.
Being a non broken down indicator makes it impossible to get a particular statistical measure for every
essential characteristic. However, taking into account the population associated with the survey and
the statistical result, we can infer that the platform is useful for implementing each of these essential
characteristics (edge, fog, cloud and analytics, protocol and cybersecurity). This inference is based on
the fact that the design made for the three practices implements the five essential characteristics.

It is also interesting to note that the ease of use and intention of use have high values (standardized
mean: 4.13 and 4.04, respectively). This issue means that the design of the platform itself has been
done correctly and has simplified the development of the practices carried out by the students.
Moreover, the high value of the intention of use indicator allows inferring that the student would
be willing to use it in more similar practices in the IoT laboratory environment and even in other
disciplines (cybersecurity, programming, etc.). This ability is possible because the platform allows the
generation of specific services supported by the set of IoT devices that compose it.

The lowest values of the indicators (even though, they are values that indicate good behavior)
correspond to ease of access and social influence indicators (standardized mean: 3.40 and 3.67,
respectively). From these values, it can be deduced that the laboratory’s workflow and the way
to access the devices may be improved. This issue mainly affects the essential features of edge and fog
computing because the virtualization layers introduce delays and complexity in the interaction that
influence the ease of access and interaction. Additionally, the social influence indicator warns about
the lack of interaction between students inside and outside the LoT@UNED environment. Practices
are indeed carried out at distance and individually, so the social factor has less influence than in
a face-to-face environment, but it is necessary to work on it. For this reason, the platform must
provide collaborative tools that facilitate social interaction and communication in real time between
students and teachers. These new features will be included in future versions of the platform. These
improvements will focus more on the design part of learning than on the development of IoT lab
environments and the support of essential characteristics for educational IoT laboratories.

8. Conclusions

The learning/teaching processes in the development cycle of IoT solutions imply a set of skills
ranging from devices and IoT sensors, their communication protocols, the storage management and
the processing environments on the Cloud for data generated by sensors. These environments are then
eventually able to make decisions or show the relevant information on those sensors (as indicators).
These fundamental competences are needed in the full cycle of development of IoT solutions,
consisting on three layers: (1) basic interaction with sensors and specific communication protocols;
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(2) data management models to handle the generated data; and (3) processing and visualization of the
most relevant indicators on these IoT devices. In this last step, the processing can include a specific
communication protocol. This protocol could be used to perform actions in the IoT device itself as
a response to the processed indicators (for example, using available actuators at the device).

According to this, this work first presents the main features of the LoT@UNED platform, which
has been developed to cover the instructional design of our subjects, and how the three layers of the
proposed full cycle of development for IoT solutions are implemented in it. The essential characteristics
for this kind of laboratories/environments are fulfilled by this platform: edge programming,
fog programming, cloud dashboard and analytics programming, protocol experimentation and
cybersecurity. Each phase is associated with a specific activity that is deployed in a standard way using
Docker containers managed through a cluster manager (with Kubernetes). The manager balances the
workload of different devices. Thus, the use of the devices/sensors is assigned in a dynamic way to
the students who are developing the activities. This platform allows students to implement all these
phases efficiently and redundantly, providing high availability for its use.

The proposed LoT@UNED platform has also been used for students in several computer science
subjects. The use of this platform is especially relevant in online educational environments, as is the
case of distance universities. This way, they perform remote experimental activities with a collaborative
IoT learning infrastructure in the cloud, analyze the data generated and make visual representations in
it. As for the result and discussion sections, we can conclude that the perceived usefulness and ease
of use of the proposed platform values are really good, as well as the intention of use it in the future
for additional practices. The students’ attitude is also great with respect to the use of the platform in
practical activities. The rest of the indicators are good, although they are challenging for working on
improving the social influence among students when using it, and easing the access mechanisms.

As for future work, the presented method for validation of the IoT platform will be improved.
To achieve this, a UTAUT model will be hypothesized. The same set of factors will be considered
(easy of use, usefulness, attitude, social influence, . . . ) to be included in this model, in order to check
the intention to use the presented technology. Another future line of research is to exhaustively analyze
the students’ learning progress into the LoT@UNED platform. Finally, the source code of this tool has
not yet been shared with any other institution but the release of the code is also one of our next steps
for future work. We would like to have a community around it to go on including improvements.
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Abstract: The Internet of Things enables experts of given domains to create smart user experiences
for interacting with the environment. However, development of such experiences requires strong
programming skills, which are challenging to develop for non-technical users. This paper presents
several extensions to the block-based programming language used in App Inventor to make the
creation of mobile apps for smart learning experiences less challenging. Such apps are used to
process and graphically represent data streams from sensors by applying map-reduce operations.
A workshop with students without previous experience with Internet of Things (IoT) and mobile
app programming was conducted to evaluate the propositions. As a result, students were able to
create small IoT apps that ingest, process and visually represent data in a simpler form as using
App Inventor’s standard features. Besides, an experimental study was carried out in a mobile app
development course with academics of diverse disciplines. Results showed it was faster and easier
for novice programmers to develop the proposed app using new stream processing blocks.

Keywords: Internet of Things (IoT); mobile apps; end-user development; App Inventor; block-based
languages; map-reduce

1. Introduction

The Internet of Things (IoT) concept has several definitions, as involved technologies are
continually evolving. IoT is defined as “a network that connects uniquely identifiable things to
the Internet” [1]. These things have sensing and actuating capabilities and can be programmed,
such that data can be collected and their state can change. IoT potentialities enable the development of
a significant number of applications for improving citizens’ life. Smart homes and buildings, smart
cities, mobility and transportation, healthcare, agriculture and industry are some of the main areas of
IoT application [1]. For a rapid materialization of IoT, the symbiosis among the physical world and the
cyber world must be harmonious [2]. Interactions between humans and computing-enabled objects
must be smarter and opportunistic [3]. As it may happen with humans’ intelligence [4], the smartness
of IoT things relies heavily on their sensory, interactive capabilities. In this vein, smart interactive
objects enable creating tangible things to do different tasks in different application domains [5].

The development of smart IoT applications usually requires strong programming skills,
which commonly exceed people’s abilities. However, in recent years, several projects, such as Arduino
and Raspberry Pi, aimed not only at professionals but also educators and students, have influenced
the IoT expansion. These initiatives include both hardware platforms and programming tools, and a
user community is growing around them.

Since the notation used in programming languages has a tremendous impact on novices [6],
various tools to program IoT microcontrollers and microcomputers have emerged. These tools are
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based on block-based languages and proved to be useful for novice programmers. Learners of
block-based languages depicted greater gains in algorithmic thinking [7] and a higher interest in
computer science than those using text-based environments [8]. Differences between block-based
languages and text-based languages often fade after learners transfer their acquired knowledge of
computer programming to more professional, text-based languages and environments [9].

Currently, the most commonly used block-based programming tools, namely Scratch and App
Inventor, provide capabilities to connect with external hardware devices, such as Arduino. However,
they present some limitations when it comes to developing IoT applications, namely: (1) the absence
of an easy mechanism for ingesting and processing event data streams and (2) the lack of usable
mechanisms for visually representing data.

To facilitate authoring of IoT mobile apps, several visual components for a custom version of
App Inventor, as well as a set of extensions for its block-based programming language, have been
developed. With these components and language extensions, users can easily create apps that ingest
data streams from available sensors, process them using a map-reduce programming style and then
visualise the results of data processing graphically. The goal of this paper is to investigate how easy it
is for non-experts to leverage such improved features to create their own smart IoT applications.

The block-based language approach followed in our research proposal has some limitations,
which have been described in the literature. First, it may be applicable only for novice programmers
who are learning to create their own smart IoT applications [9]. The research claims and results
are not directly transferable to professional, text-based programming languages or even to other
not block-based, visual programming paradigms [10]. Second, the use of programming concepts
that are relevant to create smart IoT applications (such as state initialisation [11], parallelism [12],
anonymous functions [13] and higher-order functions [14]) were adapted to visual and block-based
languages. However, there are no evidences of learning improvements thanks to the use of such
end-user development (EUD) approaches. Therefore, the use of block-based languages as an EUD
approach for creating smart IoT applications may have limitations, which have to be overcome by
more extensive research, as intended in this work.

The rest of the paper is structured as follows: the background and related works are presented in
Section 2. Section 3 describes the main contribution. Two case studies are included in Sections 4 and 5.
The former presents a usability study conducted with students of a computer programming
fundamentals course whereas the latter was targeted at university lecturers. Finally, Section 6 discusses
the results and draws the conclusions of this research.

2. Background & Related Works

IoT solutions are composed of hardware and software elements. Guth et al. [15] propose an
IoT reference architecture from a comparison of various open-source (SiteWhere, OpenMTC and
FIWARE) and proprietary (Amazon Web Services IoT) IoT platforms. Such architecture includes a
set of sensors and actuators at the lower level. On the next level up, a hardware device is connected
by a wired connection or wirelessly to sensors and actuators. Data communication protocols are
required to manage the constraints of the smart devices, as well as gateways to translate data between
different protocols and to forward communications. Middleware [15,16] processes the data received
from the connected devices (e.g., by the execution of condition-action rules) to provide them to
connected applications and sends commands to be executed by the corresponding actuators. Finally,
IoT applications allow device-to-device and human-to-device interactions [17]. In the latter, mobile
app-based smart interactive experiences can be provided for end-users.

Existing initiatives for learning and developing IoT solutions as well as block-based end-user
development tools and their applications for creating IoT mobile experiences are described below.
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2.1. Initiatives for Learning and Developing IoT Solutions

Arduino and Raspberry Pi are some of the most popular platforms used for educational
purposes [1,18,19], with a huge development community. Arduino is a programmable circuit board,
which can be connected with sensors and actuators of many types. Raspberry Pi is a single-board
computer to run programs in a multitasking environment. However, the analog-digital conversion is
not available onboard and thus additional hardware is required for interfacing with analog sensors
such as photocells, joysticks and potentiometers.

Some initiatives and educational projects were carried out in order to teach IoT technologies for
undergraduate and university students [20,21]. For example, in a project-based teaching and learning
approach conceived for an IoT course [22], Raspberry Pi is used to devise and implement IoT designs.
Other project-based learning courses for learning wired and wireless networking techniques have
been offered to electrical and computer engineering students [23]. The use of microcontrollers with
network connectivity and without complex operating systems provides cost-effective, well-supported
and flexible platforms for developing IoT applications.

Moreover, the educational research outcome of teaching IoT device prototyping in a practical,
real problem-based setting is presented [24] as a means for teaching computer science and software
engineering. An example course outline for planning learning experiences in IoT prototyping is
described along with a general assessment framework and best practice recommendations in order to
facilitate personalised learning in analogous contexts.

Some educational approaches are based on the pocket labs (PL) concept to stimulate students’
initiative and creativity. PL allow learners to experiment with real equipment in any place and at any
time [25]. Despite that IoT and PL are not initially interrelated, the authors present a real case of IoT
teaching practice based on Arduino and accompanying shields that includes sensors and actuators.
PLs are combined with the online Tinkercad software tool to prototype and simulate electronic designs
that include the Arduino boards.

Other initiatives for integrating IoT technologies in existing teaching-learning case studies were
developed. For example, an IoT-based learning framework that integrates IoT and hardware/software
technologies is used as part of a software engineering course for embedded system analysis and
design [26]. Specifically, the authors introduced a lab development kit composed by Arduino and
Raspberry Pi boards, sensors and XBee modules for providing wireless communication.

Common general-purpose programming languages can be used for developing IoT
applications [19]. However, since IoT systems involve a wide variety of hardware and software
components, depending on a range of distributed system and communication technologies, developing
IoT applications is time-consuming and complex. Hence, a variety of IoT libraries, such as
CoAPthon [27], and frameworks [28], such as IDeA, FRASAD, D-LITe, IoTLink, WebRTC based
IoT application Framework, Datatweet, IoTSuite and RapIoT, have been developed to manage
those complexities.

2.2. End-User Development Tools for IoT

Modern software programming tools hide much of the complexity of traditional programming
languages. Recent low code software engineering approaches have been successful both for IoT [29]
and for more general mobile application development [30]. Their general objective consists in making
application creation easier for people without programming skills. This goal is shared by the research
field known as end-user development (EUD). A recent review on this topic differentiates between
end-user programming (EUP) and other software engineering activities that span the entire software
development lifecycle [31]. The review was recently completed by another author, focusing on current
EUD tools for developing IoT and robot applications [32].

Among EUP tools, block-based programming environment features are noteworthy [33] to enable
composing programs without dealing with the syntactic issues of textual languages. Among such
block-based languages and environments, Scratch [34,35] is very popular to create interactive
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games, stories and animations, as well as to share such creations on the Web. Scratch computer
programs are built by dragging and dropping blocks that represent common programming elements,
such as variables, expressions, conditions and statements. Another block-based EUP approach for
robotic applications is Phratch, which is a Scratch-like live programming environment [36]. Besides,
App Inventor [37,38] is an open-source block-based programming tool. This tool enables users
without prior programming experience to create apps specifically for smartphones and mobile devices.
In particular, it makes mobile app deployment easier for the end-user. Additionally to other tools’
amenities, App Inventor allows end-users to perform interface design and software deployment
tasks, which belong to the realm of EUD beyond EUP. End-users can drag, drop and arrange various
interface and non-visible components through a visual designer and then use a block language editor
to program the app logic behaviour in order to create and deploy fully functional mobile apps. App
Inventor provides event handling as a form of trigger-action programming (TAP), which proved to be
particularly suitable to define bespoke behaviours to respond to the multiple events that may occur in
an IoT context [39]. End-users specify the behaviour of a system as events or triggers and response
actions when the events occur [40].

Despite the availability of libraries and frameworks to work with IoT technologies, it is very
complicated to find EUD solutions to assist non-IT professionals in a particular area or topic to develop
their own IoT consumer applications and smart user experiences. For example, ScratchX [41] is an
experimental platform that allows people to test experimental functionalities built by some developers
for the Scratch visual language. These experimental extensions enable apps to integrate with web
services and external hardware, such as Arduino or Raspberry Pi.

On the other hand, the MIT IoT App Inventor project [42] allows students, teachers and makers to
implement IoT projects in the same way as they develop regular mobile apps. This project provides
users with components and block extensions to read data from a great variety of sensors (e.g., moisture,
pressure, temperature, noise, etc.) and control a multiplicity of actuators (e.g., buzzers, lights, motors,
etc.) As apps run on mobile devices, they can take advantage of all built-in features provided by App
Inventor, but they can also use the apps to interact with objects all around. Besides, UDOO [43] is a
combined set of open hardware and software technologies to allow novice makers to create their own
digital objects connected to the cloud and to define custom behaviour logic for sensors and actuators.
In addition to the physical devices, UDOO includes an App Inventor extension to handle sensors and
actuators from within mobile apps. Finally, IoT Inventor [44] is a web-based integration platform,
not based on but inspired by App Inventor, with a friendly drag-and-drop composer interface to build
personalised and reconfigurable services using smart IoT-enabled things.

All of the described extensions are targeted to handle sensors and actuators but they do not
provide support for easily ingesting, processing and visualizing data.

3. Creating IoT Mobile Apps with VEDILS

VEDILS [45] is a visual environment for designing interactive learning scenarios. It is an
authoring tool targeted at users without programming skills who want to create their own mobile
apps. The platform is based on App Inventor, the programming tool to build apps for mobile devices.
The current version requires Android devices, though an iOS-based version is currently being devised
by MIT. The development environment relies on the Blockly library for its visual programming
language based on blocks.

App Inventor provides several components for designing mobile apps’ user interfaces as well
as other features, including multimedia elements, communication with the device sensors, sharing
through social networks, etc. In addition to the built-in components provided by App Inventor,
VEDILS features new components to enrich the apps with virtual and augmented reality experiences
and to serve multi-modal external Human Machine Interface (HMI) devices, such as hand gesture
sensors or electroencephalography (EEG) headsets, among other features. The platform was also
used to conduct a study on the suitability of visual languages for non-expert robot programmers [46].
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Regarding IoT computing, several components and blocks were developed for VEDILS to ingest,
process and visualise data from a diversity of sensors.

3.1. Ingesting IoT Data Streams

App Inventor manages the following block types for each component: property getters and setters
(green blocks), functions (blue blocks) and event handlers (yellow blocks). VEDILS extends those with
a particular type of block (similar to event handlers) for non-visual components that issue a continuous
flow of data, as is the case of both internal and external sensors. These kinds of components (red
blocks) provide the app developer with a data stream suitable to be treated with the processing blocks
described in Section 3.2; these are triggered when data from the sensor are ingested for a predefined
time window.

One of the most common ways of receiving data from an IoT sensor and sending commands to
an actuator is via a Bluetooth connection. Thus, the built-in BluetoothClient component was extended
with the new StreamDataReceived block (see Figure 1), which provides the data stream as well as a new
SecondsToGetStreamData property to set the time period to fetch new data from the Bluetooth server.

(a) Editor properties (b) Visual blocks

Figure 1. Ingesting stream data from Bluetooth external devices.

In addition, every new VEDILS component that provides communication with internal or external
devices can support the streaming blocks. For example, the BrainwaveSensor component, which enables
to detect brain activity by means of an EEG headset, includes specific blocks for ingesting stream
data from regular fast Fourier transform (FFT) bands (i.e., Theta, Alpha, Low Beta, High Beta and
Gamma) of EEG channels (see Figure 2). It also includes a TimeToStreamBandsData property to set
the time window. The current implementation works with the Emotiv Epoc+ and Insight headsets.
Thus, this component enables a new range of mobile applications to monitor emotions, track cognitive
performance and even control objects through learning a set of mental activity patterns that can be
trained and interpreted as mental commands.

The blocks of Figure 2 were developed as Java class methods that support external and internal
sensors. The data flow is internally managed as Java 8 streams. Besides, additional classes based on
threads and the Java Timer API were required to periodically check data availability.

27



Sensors 2019, 19, 5467

(a) Editor properties (b) Visual blocks

Figure 2. Ingesting stream data from electroencephalography (EEG) headsets.

3.2. Processing IoT Data Streams

In order to address the issue of treating IoT data, several data processing blocks were developed
and delivered with VEDILS (see Figure 3):

• Filter block: removes the elements that do not meet a specific condition from an input stream.
For example, in a stream containing a set of numbers, developers could filter the odd numbers
obtaining a new stream with only the even ones.

• Map block: applies an operation to each element of an input stream. For example, transforming a
stream of lowercase words into a stream of uppercase words.

• Reduce (a) block: combines the elements contained in the input stream by applying the binary
operator specified as a parameter. The combiner function must combine two numbers to return a
new one, such as the maximum or minimum value.

• Reduce (b) block: combines the elements contained in the input stream, by applying one of the
built-in mathematical operations. For example, computing the average or standard deviation of a
50-item stream.

• Sort (a) block: produces a new stream with the elements of the input stream according to the order
induced by the comparator specified as a parameter. The comparator must be a function that
returns a negative number if item1 is less than item2; a positive one if item1 is higher than item2; or
zero if both items are equal.

• Sort (b) block: produces a new stream with the elements of the input stream according to its
natural order, i.e., numerically or alphabetically. The block has a field to specify whether to apply
an ascending or descending sorting.

• Limit block: shortens the stream size to the specified length. For example, collecting the first
10 items in the stream.

All the previous blocks are intermediary operations, except for the Reduce block, which is terminal.
The intermediary blocks can be indistinctly chained, whereas the Reduce blocks must always appear
on the left of the sequence of operations.
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Figure 3. Visual blocks for processing stream data

Extensions for the visual programming language itself requires not only Java code but also other
languages. The visual appearance of each block of the Streams palette is defined by a JavaScript
fragment using the Blockly library API, whereas its run-time behaviour is defined by generating YAIL
code. Young Android Intermediate Language (YAIL) is a set of abstractions for Kawa, a Java-based
implementation of the Scheme functional language. Figures 4 and 5 show the code required to develop
the limit block.

Figure 4. JS fragment for defining the Limit block with Blockly.

Figure 5. JS fragment for generating the Young Android Intermediate Language (YAIL) code of the
Limit block.

3.3. Visualising IoT Data Streams

App Inventor does not provide built-in capabilities to include charts or data tables in the apps.
Thus, two new visible components were integrated into VEDILS for allowing developers to equip
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their apps with those kinds of visualisations (see Figure 6). The Chart component enables the creation
of simple graphics such as bars, lines or pie charts, whereas the DataTable component is intended to
present the data in a tabular format. Both components can be fed with a data stream from any sensor
and they are customisable, for example, by configuring the category and value axes of charts.

(a) Editor properties (b) Visual blocks

Figure 6. Visualizing stream data with the chart component

Both the Chart and DataTable components were developed as Java classes that inherit from the
AndroidViewComponent superclass, already included in App Inventor. In run-time, these components
provide an embedded WebViewer for the app screen, which points to an external HTML. That web
page receives a JSON string containing the app data and renders it via the Google Chart API.

4. Evaluating IoT Mobile App Development with Students

This section presents a usability study of the VEDILS components for IoT computing. This test
is aimed at checking whether these IoT components are suitable for learners when programming
end-user IoT mobile apps. The test was defined and executed by following the guidelines provided by
Rubin et al. [47].

4.1. Study Design

A three-hour workshop was conducted with students of a computer programming fundamentals
course from a vocational education and training module. This workshop was implemented in the frame
of a Code Week initiative (https://codeweek.eu/view/242496/desarrollo-sencillo-de-apps-moviles-
para-iot). The research question for this study was the following: is it easier for students to develop
IoT mobile apps using VEDILS than using App Inventor?. To evaluate the legibility degree and ease of
use of the IoT blocks compared to App Inventor’s, we designed the following experimental scenario:
During the first hour, students learned about IoT, its basic concepts, components and architectures.
Later on, they learned about the features and applications of the Raspberry Pi single-board computer
and Sense HAT add-on. Then, they were presented with the running IoT sample app described below.
The instructor taught students how to design the UI of the app as well as the blocks required to connect
and disconnect the Raspberry Pi device through Bluetooth. Later on, the students were provided with
a base project for both App Inventor and VEDILS to be completed during the rest of the session (see
Figure 7a). Finally, they were asked to fill out a short questionnaire, including both quantitative and
qualitative question items.

A quasi-experimental study was conducted with the students. One half of the participants created
first the app with App Inventor and then with VEDILS; whereas the other half did it in reverse order.
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To complete the app projects, the students were also provided with step-by-step tutorials to guide the
development with both tools.

(a) (b)

Figure 7. Developing the mobile app for interacting with the external Internet of Things (IoT) device.
(a) Students programming the mobile app; (b) Android app communicating with the Raspberry and its
Sense HAT add-on.

4.2. The Sample App

The proposed app shows the average temperature received from the IoT sensor for the last
10 s. In order to bring the IoT app development closer to a more realistic scenario, the temperature
measurements of the Raspberry Pi were generated from a simulation server. The python server running
in the device generated random value series in the [14, 104] interval, measured as degrees Fahrenheit.
Occasionally, abnormal values (i.e., 127◦F) were generated to emulate measurement errors. The app
had to obtain the temperature data, convert it into Celsius degrees, remove outliers and compute the
average of the series.

4.2.1. User Interface Design

The app layout (see the picture in Figure 7b) is based on a vertical arrangement composed of
several elements. At the top of the screen, there are buttons for connecting and disconnecting to/from
the Raspberry Pi. A chart depicting the evolution of the temperature is included in the centre of the
screen. At the bottom of the screen, there are buttons for sending commands to change the Sense
HAT LED panel background colour. The LED panel in the picture shows the temperature measured
every second.

From the user interface perspective, the only difference between the App Inventor and VEDILS
versions is that the former requires a Canvas component, whereas the latter uses the new Chart
component. Nevertheless, from the user programming perspective, there are some remarkable
differences, as explained next.

4.2.2. Programming with App Inventor

A Clock component must be used to periodically check if there is new data to receive via the
Bluetooth connection. Then, the developer must call the ReceiveSignedBytes method and then iterate
through the data collection. For each individual value, a local variable is used to store the result
of applying the conversion formula between the two measurement scales. Later on, a conditional
statement must be applied to check if the calculated value is not an outlier. If so, that value must
be added to an accumulator variable and increment by one the counter of valid measurements. Later
on, the accumulator variable must be divided by the counter to compute the average (see Figure 8).
Two text labels are accordingly updated to show the received raw of data and the computed average.
Finally, the updateChart procedure is called to update the visual representation. Figure 9 shows how
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the DrawLine block in the Canvas must be used to depict the temperature along time as a line chart.
This block requires a pair of (x,y) coordinates for both source and target points. Since the (0,0) point of
the Canvas corresponds with its left upper corner, it is necessary to turn the temperature values into
the proper values for the Y-axis. Besides, the X-axis must be consequently moved forward for each
time instant. Some other variables must also be used to control the coordinates. Furthermore, at the
beginning of the drawing process and every time the canvas right-edge is reached, the drawing area
must be cleared and some horizontal lines must be drawn to represent certain temperature milestones
(0◦, 10◦, etc.). Besides, some variables must be reinitialised.

Figure 8. Processing temperature data with App Inventor.

Figure 9. Drawing temperature data with App Inventor.

4.2.3. Programming with VEDILS

With VEDILS (see Figure 10), the developer must handle the StreamDataReceived block, which
directly provides a data stream of temperature measurements. This data stream is pipelined through
a series of processing steps. With the Map block, every item in the stream is mapped into its
corresponding Fahrenheit value; with the Filter block, outliers are discarded according to the validity
condition; and finally, with the Reduce block, the data stream is summarized by computing an average.
The AppendData block is used to depict the average temperature along time in the line chart. Thus,
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the computed value must be sent to the Chart component, together with the current timestamp
provided by Clock. Previously, the Chart must have been configured with the category and value axes
(see Figure 11).

Figure 10. Processing temperature data with VEDILS.

Figure 11. Drawing temperature data with VEDILS.

4.3. Data Compilation

The data collection was performed without interacting with the subjects during the experiment
(i.e., an indirect method). The online questionnaire designed for the survey includes, in addition
to the consent form, several questions to determine the initial status of participants as well as to
compile the students’ opinions after the test. They were asked about their expertise level creating
software programs with visual languages and with text-based programming languages. Regarding
the post-test, some questions related to the perceived ease of use of App Inventor and VEDILS
were included. They deal with the tool usability for (i) connecting/disconnecting via Bluetooth and
sending commands to the IoT sensor; (ii) consuming temperature data from the sensor, applying
a transformation for changing their measurement scale, removing the outliers and computing the
average; and (iii) drawing a chart with the temperature evolution. The answers to these questions
follow a five-level Likert scale (1-Strongly disagree, 2-Disagree, 3-Neither agree nor disagree, 4-Agree
and 5-Strongly agree). The participants were also asked about their intention to use App Inventor
or VEDILS to create more IoT projects. Study data as well as the resources used are linked in the
Supplementary Materials.

4.4. Analysis and Findings

This study aimed at checking whether it is easier for students to develop the proposed IoT mobile
app using VEDILS rather than with App Inventor. Ten students (eight men and two women) aged 24
(stddev = 2) participated in the study. All of them were first-year students of a vocational course in
web development. By the time the workshop was conducted, they had not yet learned any textual
programming tool. They had only studied and used the App Inventor platform. Only one of them had
previous experience with traditional text-based coding languages.

All students agreed that it is easy (avg = 4.0, stddev = 0.0) to develop the routines for
connecting/disconnecting via Bluetooth and sending commands to the IoT sensor with App Inventor
and VEDILS (both tools share the same blocks for that purpose). Regarding the temperature data
ingestion and processing steps, most students neither agree nor disagree (avg = 2.77, stddev = 0.40)
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that these steps are easy to develop with App Inventor. Nevertheless, most students agreed that it is
easy to develop these routines with VEDILS (avg = 3.88, stddev = 0.26). This perceived ease of use is
even more substantial when developing the temperature evolution chart: the App Inventor Canvas
component (avg = 2.66, stddev = 0.44) versus the VEDILS Chart component (avg = 4, stddev = 0.23).
Finally, regarding the question about which tool they would use to develop mobile apps that consume
data from IoT sensors and depict them in a chart, 66.6% of the participants chose VEDILS, 11.1% chose
App Inventor, whereas the rest did not indicate a preference. In short, all participants rated VEDILS
better than App Inventor, except for the student who already had coding skills.

A total of 177 blocks were required for developing the App Inventor version of the app, whereas
only 84 were required in VEDILS. In both cases, procedures were used to avoid as much as possible
the number of duplicate blocks. Accordingly, the difference in the size of the projects may relate to the
students’ perceived ease of use for both tools. That difference is particularly pronounced when it comes
to presenting the temperature chart because developers must handle many details of the drawing
process. The results are also consistent with the qualitative opinions expressed by the students, who
highlighted the saving of programming effort required to consume, process and visualise IoT data
thanks to the abstractions provided by VEDILS.

5. Evaluating VEDILS Data Processing Blocks with Academics

While the above section evaluates the components and language extensions provided by VEDILS
for IoT computing, this case study solely focuses on the data processing blocks. The main objective
is to check the development agility and the usability of the stream blocks compared to the standard
built-in blocks for processing data. The design, implementation and analysis of the experimental study
are presented below.

5.1. Study Design

The study was performed through six editions of an introductory course of mobile app
development with App Inventor/VEDILS between January and February 2018. These courses are part
of the Cádiz university’s docent innovation program, in which several IT-related courses are regularly
delivered to their associated lecturers and researchers.

The reference framework for establishing the hypotheses of this study is based on the potential
benefits of certain computer programming paradigms over others [48]. Some authors explored
techniques for introducing parallelism concepts, anonymous procedures and higher-order functions
into block languages [12–14]. In this particular case of application development, we analyse the
ease and agility of using block-based versions of the map-reduce constructs from the functional
programming paradigm versus the iterative constructs (i.e., loops) from the imperative programming
paradigm. The research questions posed for this study are the following: RQ1—Is there any difference
in users’ perception of the complexity of the stream processing blocks? RQ2—Is it easier for users
to develop apps that collect and process data samples using functional blocks rather than using
imperative blocks? and RQ3—Is it faster for users to develop apps that collect and process data
samples using functional blocks rather than using imperative blocks?

To find answers to the research questions, the following scenario was carried out. First, all the
academics interested in enrolling in the course were arbitrarily allocated in one of the (six) course
editions. Each course lasted five hours and the participants were first taught with a short introduction
to the educational applications of mobile devices. Next, the instructors explained the fundamentals of
visual programming and the VEDILS tool’s features.

Second, to reinforce and consolidate what was learned, participants created a number of
educational mobile apps. These apps leverage the smartphone sensory and multimedia elements
provided by App Inventor as well as the augmented reality capabilities provided by VEDILS.
During the course, all the participants had to develop the same apps, except for one that emulates dice
rolling. In addition to simulating the dice, in three of the course editions attendants who represented
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the control groups had to include an additional routine to calculate the count of odd numbers in a
sequence of dice roll samples, whereas in the other three editions, attendants who represented the
experimental groups had to program the count of even numbers. For the control groups, the attendants
were accordingly taught about the loop statements for data processing, whereas for the experimental
groups, the participants were taught about stream blocks.

Finally, the course attendants were asked to develop a citizen science mobile app by themselves.
In this vein, smartphones enable to automate data collection and enrich observations with photographs,
sound recordings and global positioning system (GPS) coordinates using embedded sensors [49].
The app requirements were: (i) to simulate the input of a numerical measurement of an external
phenomenon and (ii) to compute the average of the collected measurements, excluding values out of a
permitted value range.

The development of the citizen science app was required to obtain the course completion certificate.
The assignment delivery was due within two weeks of course completion. In addition to submitting
the developed apps, an online questionnaire had to be filled out. Answers to the questionnaire were
analysed using quantitative techniques.

5.2. Data Compilation

A total of 45 users attended the VEDILS course. Data collection was performed without interacting
with the subjects through an online questionnaire. The survey included questions related to the
participants’ knowledge area, age, gender, years of teaching and research experience, highest academic
degree obtained and prior expertise in creating computer programs with a visual and/or text-based
programming language. Regarding the post-test, questions related to the perceived ease of use of App
Inventor and VEDILS were included. These questions pointed to several aspects, such as the use of
variables and data lists, control flow statements and loop blocks (for the control groups) and the use of
stream blocks (for the experimental groups). In addition, similar questions were included to check the
participants’ self-confidence when developing the citizen science app. The answers to all the questions
were on a five-level Likert scale.

Besides, all the app project files submitted to the learning management store (i.e., Moodle) for
the instructor’s review were subsequently processed through a data integration process for analytic
purposes. Among other data, the following were automatically extracted: time spent to develop the
app, the number of blocks used, number of debugs and compilations required to complete the app.
Study data as well as the resources used are linked in the Supplementary Materials.

5.3. Analysis and Findings

The 45 participants (17 women and 28 men) were, on average, 41 years old, had 13 years of
teaching experience and 11 years of researching experience. Furthermore, 62.22% of the academics
had a Ph.D. Their background is as follows: Arts and Humanities (2.22%), Computer Science (20%),
Engineering and Architecture (4.44%), Health Sciences (17.78%), Laws and Social Sciences (28.89%)
and Natural Sciences (26.67%). In terms of their previous programming experience, from nothing (1) to
expert (5), they had scarce visual (avg = 1.82) and textual (2.15) programming skills. Overall, 25 subjects
were part of the control groups, whereas the experimental groups were composed of 20 subjects.

Tables 1 and 2 show the users’ perception of the stream processing blocks complexity and the ease
of development of the app created to collect and process data samples. Data are grouped in the table
according to the participants’ gender, academic degree, knowledge area and previous experience with
visual and textual programming languages.
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Table 1. Results of the survey with academics: perceived ease of use (the italic font shows the average
and chi-squared values whereas the bold one indicates significant differences).

User Profile Loop Blocks Stream Blocks Average Chi-Squared

Gender

Man 3.71 3.69 3.71 0.72
Woman 3.73 4.40 3.94 0.55

Chi-squared 0.61 0.41
Academic degree

Non-doctorate 3.77 4.00 3.88 0.09
Doctorate 3.68 3.82 3.75 0.24

Chi-squared 0.46 0.04

Knowledge area

EHSE 4.00 3.64 4.00 0.48
SSH 3.22 4.75 3.22 0.29

Chi-squared 0.46 0.17

Experience with visual programming languages

Non-experienced 3.89 4.00 3.67 0.31
Experienced 4.57 3.60 4.17 0.02
Chi-squared 0.19 0.01

Experience with textual programming languages

Non-experienced 3.21 3.83 3.54 0.58
Experienced 4.36 4.00 4.24 0.46
Chi-squared 0.17 0.32

All academics

Academics 3.72 3.89 3.80 0.83

Table 2. Results of the survey with academics: ease of development of the app (the italic font shows
the average and chi-squared values whereas the bold one indicates significant differences).

User Profile Loop-Based Stream-Based Average Chi-Squared

Gender

Man 3.07 4.08 3.57 0.17
Woman 2.81 3.33 3.00 0.37

Chi-squared 0.48 0.05

Academic degree

Non-doctorate 2.88 4.25 3.53 0.31
Doctorate 3.00 3.54 3.25 0.60

Chi-squared 0.23 0.32

Knowledge area

EHSE 3.37 3.93 3.65 0.63
SSH 2.22 3.60 2.71 0.18

Chi-squared 0.23 0.29

Experience with visual programming languages

Non-experienced 2.55 3.71 3.09 0.05
Experienced 4.00 4.20 4.08 0.48
Chi-squared 0.06 0.52

Experience with textual programming languages

Non-experienced 2.07 3.54 2.82 0.01
Experienced 4.09 4.50 4.24 0.54
Chi-squared 0.00 0.11

All academics

Academics 2.96 3.84 3.36 0.13
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Concerning the participants’ gender, women perceived that the stream blocks were easier to use
(avg = 4.4) than for men (avg = 3.69) but interestingly enough, men were the ones who found the
app development more comfortable with those blocks (man’s avg = 4.08 vs. woman’s avg = 3.33).
Furthermore, non-doctorates found the development much easier with stream blocks (avg = 4.25) than
the traditional ones (avg = 2.88). Besides, Social Sciences and Humanities (SSH) academics perceived
the stream blocks easier to use (avg = 4.75) compared to the Earth & Health Sciences and Engineering
(EHSE) lecturers (avg = 3.64). SSH academics also found it difficult (avg = 2.22) to develop the app
with the loop blocks, whereas they did not have that much trouble with the stream ones (avg = 3.6).

It is interesting to note (p < 0.05) that users with previous experience in visual programming
languages perceived loop blocks (avg = 4.57) easier than stream blocks (avg = 3.56). Nevertheless,
there is a significant difference (p < 0.05) in the fact that academics without experience with visual
languages developed the app easier with the map-reduce blocks (avg = 3.71) than with the standard
loop blocks (avg = 2.55). As expected, there is also a significant difference (p < 0.05) concerning the
ease of development of the proposed app with the map-reduce blocks (avg = 3.54) compared to the
standard loop blocks (avg = 2.07) for academics without experience with textual languages.

Regarding the apps the lecturers had to create as final assignment of the course, 39 out 45 were
correctly developed: 16 apps use the traditional loop blocks and 23 use the stream blocks. Table 3
shows the direct metrics obtained from the app projects. As can be observed, all the apps which had
to be developed with stream blocks were completed. The remaining six apps were expected to be
developed using the traditional loop blocks. On average, three hours were needed to develop the app
with the standard loop blocks, whereas fewer than two hours were required to create the same app
with the new stream blocks. That is also tested with a significant difference (p < 0.05). Furthermore,
the average number of builds and debugs performed for the stream-based apps is fewer than for the
loop-based one.

Table 3. Indicators of the developed apps (the italic font shows the average and Mann-Whitney U Test
values whereas the bold one indicates significant differences).

% Completion Minutes Spent Number of Debugs + Builds

Loop-based 72% 180.71 13.25
Stream-based 100% 111.97 9.74

Average 86.66% 140.17 11.18
Mann-Whitney U Test 0.024 0.16

To sum up, with regard to the question (RQ1), there is no difference in the users’ perception of the
complexity of the stream processing blocks (avg=3.89) and the loop blocks (avg = 3.72). Concerning
whether it is easier for users to develop apps which collect and process data samples with functional
blocks rather than with imperative blocks (RQ2), the participants agreed that the development of the
requested app was easier with the map-reduce blocks (avg = 3.84) than with loop ones (avg = 2.96).
Finally, the indicators obtained for RQ3 point that it is faster for users (100% completion of the projects,
a fewer number of debugs required to develop the app and a significant difference (around 38%) in
saving development time) to collect and process data samples with functional blocks rather than with
imperative blocks.

6. Discussion and Conclusions

Developing smart user experiences based on IoT technologies is a very complicated task, especially
for non-IT professionals. To address these barriers, some of the popular block-based tools aimed at
learners in computer programming (e.g., Scratch or App Inventor) were extended with modules to
communicate with external hardware. However, they do not provide adequate support for easily
ingesting, processing and visualising data from sensors.
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In this research, some components and blocks developed explicitly for a custom version of App
Inventor, called VEDILS, were proposed. They are devised to facilitate the ingestion of data from
sensors in time intervals, to process received data by using a pipelined sequence of mapping, filtering
and reducing operations, and finally, to represent them graphically or in a tabular format.

Two studies, namely a quasi-experimental study conducted with students and an experimental
with academics, were conducted to evaluate the contribution. From the first study, students considered
that it was easier for them to develop the routines for ingesting, processing and visualising data
from the external temperature sensor with the VEDILS IoT features rather than with the equivalent
components and blocks in App Inventor. From the second study, aimed at only checking the data
processing blocks, participants did not perceive stream blocks easier than the loop blocks. Nevertheless,
with statistical significance, it was faster for academics to develop the proposed app with the stream
blocks, and easier specifically for novice programmers.

Additionally, threats to validity must be taken into account. To maximise the internal validity and
the construct validity, we maintained a detailed protocol for both studies. Peer researchers reviewed
them, and actions were considered to minimise bias. In the first study, the students completed the app
development projects for both App Inventor and VEDILS but in reverse order to minimise the learning
effect on the subjects. In the study conducted with academics, they were randomly distributed into
different groups. In addition, every course edition was taught with the same instructors (also the
authors of this paper). Furthermore, all course attendants were required to develop the same app with
the same requirements to ensure the count of minutes spent, debugs and builds required to create
the apps were not affected by other factors. Apart from the data automatically extracted from the
developed projects (time spent, number of builds and number of debugs), the rest of the variables used
for our experiments to measure user perceptions are subjective so that they can also be considered as
validity threats.

The limited size of the student sample can be viewed as an external validity threat. Moreover,
although the second study has a user sample more extensive than the first one, it is only aimed at
academics. As a result, we cannot assure that the obtained findings can be generalised to professionals
of other disciplines or conventional users. Hence, more experimentation and analysis are required to
evaluate to what extent the findings presented in this work are of relevance for other cases.

It is necessary to consider the limitations of the current work. First, since the new type of language
block for providing app developers with a data stream according to a predefined period of time was
only incorporated for the standard BluetoothClient component and the BrainwaveSensor of VEDILS, it is
not currently possible to harness it for other built-in App Inventor sensors. In addition, the extension
component for using Bluetooth Low Energy (BLE) technology, which is not part of the App Inventor
main distribution, is not yet supported for our contribution. Second, the current implementation of the
components for visualising data do not allow developers to customise colours, lines widths, font sizes,
etc., which are format aspects usually required when designing charts.

Smart homes and buildings, smart cities, mobility and transportation, healthcare, agriculture
and industry are some of the main areas of IoT application [1]. The study conducted with students
illustrated the potential application of our approach to smart buildings, e.g., for monitoring room
temperature. Nevertheless, the contribution presented in the paper is expected to be useful to create
IoT applications for other areas. Thus, for example, non-expert programmers (researchers, patients and
healthcare professionals) will be able to develop apps for wellness and healthcare purposes without
struggling with the complexities of the common mobile programming languages, namely Java or Swift.
These kinds of apps are usually data-intensive and require to process users’ biometric data, which is
ingested from wearable devices, such as smart bands or chest straps, among others.

This research tried to investigate whether the components and extensions presented in the paper
contribute to the popularisation of IoT-based mobile app development. In this vein, EUD platforms
and, in particular, enriched block-based authoring tools as VEDILS, can simplify development tasks
of novice end-user programmers. Furthermore, according to the obtained results, the use of blocks
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based on the map-reduce paradigm from functional programming streamlines the development of
data processing functions in IoT consumer apps, although more experimentation is required. As future
work, we plan to support the BLE extension for App Inventor to improve the customising features of
the Chart and DataTable components.

Supplementary Materials: The software for authoring IoT apps with data processing and visualising capabilities
can be used through the VEDILS web site http://vedils.uca.es/. Besides, to guarantee the reproducibility of the
studies, all the resources developed are available online at http://www.mdpi.com/1424-8220/19/24/5467/s1.
This link provides a ZIP package containing: questionnaires and results of both studies, PDF presentations (in
Spanish) for the course with academics and the workshop with students and solutions for the different exercises
and tutorials.
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Abbreviations

The following abbreviations are used in this manuscript:

BLE Bluetooth Low Energy
EEG electroencephalography
EHSE Earth & Health Sciences and Engineering
EUD end-user development
EUP end-user programming
FFT fast Fourier transform
GPS global positioning system
HMI Human Machine Interface
IoT Internet of Things
MIT Massachusetts Institute of Technology
PL pocket lab
SSH Social Sciences and Humanities
TAP trigger-action programming
VEDILS Visual Environment for Designing Interactive Learning Scenarios
YAIL Young Android Intermediate Language
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Abstract: The decrease in the cost of sensors during the last years, and the arrival of the 5th generation
of mobile technology will greatly benefit Internet of Things (IoT) innovation. Accordingly, the
use of IoT in new agronomic practices might be a vital part for improving soil quality, optimising
water usage, or improving the environment. Nonetheless, the implementation of IoT systems to
foster environmental awareness in educational settings is still unexplored. This work addresses
the educational need to train students on how to design complex sensor-based IoT ecosystems.
Hence, a Project-Based-Learning approach is followed to explore multidisciplinary learning processes
implementing IoT systems that varied in the sensors, actuators, microcontrollers, plants, soils and
irrigation system they used. Three different types of planters were implemented, namely, hydroponic
system, vertical garden, and rectangular planters. This work presents three key contributions that
might help to improve teaching and learning processes. First, a holistic architecture describing how
IoT ecosystems can be implemented in higher education settings is presented. Second, the results
of an evaluation exploring teamwork performance in multidisciplinary groups is reported. Third,
alternative initiatives to promote environmental awareness in educational contexts (based on the
lessons learned) are suggested. The results of the evaluation show that multidisciplinary work
including students from different expertise areas is highly beneficial for learning as well as on the
perception of quality of the work obtained by the whole group. These conclusions rekindle the need
to encourage work in multidisciplinary teams to train engineers for Industry 4.0 in Higher Education.

Keywords: computer-based systems; environmental awareness; Industry 4.0; Internet of Things;
irrigation systems; planter; project-based-learning; smart learning environments; teamwork

1. Introduction

The growth of wireless networks and the proliferation of mobile devices in all contexts of human
social life are facilitating the implementation of initiatives in which objects and people are connected.
More recently, 5G networks have increased in response speed, transfer speed, data bandwidth, and
wireless coverage throughout the whole populated territory on earth [1,2]. In this context, it is key to
train engineers with the capabilities to develop systems that combine people, networks, and real-world
objects. The Internet of Things (IoT) is widely considered the next step towards a digital society
where objects and people are interconnected and interact through communication networks in Smart
Cities [3,4].

The decrease in the price of electronic components (i.e., microcontrollers, sensors, and actuators)
and their availability to buy them in online markets from home has facilitated the integration of
education on microelectronics in schools and universities. Manufacturers of microcontrollers, as an
interested party, are putting countless “Starter kits” for sale with low-cost cases to get started in
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the world of IoT (e.g., Grove Starter Kit for IoT, Adafruit Microsoft Azure IoT starter kit, Arduino
starter kit, SparkFun IoT starter kit, CanaKit Raspberry Pi starter kit, Vilros Raspberry Pi 4 complete).
Furthermore, social networks are facilitating the sharing of the so-called “know-how” through videos
and descriptive documents that help to assemble the components in only some minutes. Nonetheless,
the industry not only requires engineers to know how to assemble Lego bricks correctly, but engineers
must also understand why bricks are assembled this way. It is essential that universities instil ingenuity
in students so that future engineers know how to apply the knowledge in the most effective, efficient
and sustainable way towards Industry 4.0.

Industry 4.0 is a concept originated to describe a vision of manufacturing with all its processes
interconnected through the IoT. Industry 4.0 (or 4th industrial revolution) consists of digitizing
industrial processes, automating tasks by training machines with artificial intelligence, connectivity,
and optimizing resources. The combination of Internet technologies and future-oriented technologies
in the field of smart objects proves to be a new fundamental paradigm shift in industrial production [5].
The optimization of resources in Industry 4.0 is related to the optimization of production not only at an
economic level saving raw materials and energy resources, but also at an ecological level promoting
the principles of sustainability to care for the planet. The United Nations 2030 Agenda for Sustainable
Development with its 17 Sustainable Development Goals presents a bold and comprehensive framework
for development cooperation in the coming years [6]. In this sense, it is important to educate students
about the need to implement technological solutions that meet the objectives of the 2030 agenda
to ensure that the engineers of the future have more capacity and ecological awareness than their
predecessors of the three previous industrial revolutions.

Implementing IoT systems that are economically and ecologically efficient requires a deep
knowledge on different disciplines. Creating these systems requires expertise to interconnect the
components, but also capability to implement systems that are coherent with a sustainable environment.
Nowadays, engineering career Curricula are designed to train students in a specific discipline e.g.,
Computer Engineering, Agricultural Engineering, Forestry Engineering, Industrial Engineering, Civil
Engineering. The duration of the Curricula does not usually allow training more than one discipline,
and transversal competences like sustainability or reflective practice on environmental issues are not
always explored enough.

In this work, we carry out a study in which future engineers from different disciplines (i.e.,
Computer Engineering, Agricultural Engineering) work together to implement Smart IoT planters.
These Smart IoT planters aim to promote environmental awareness on university campuses. The
contribution of this work is threefold: Firstly, a holistic architecture describing the Smart IoT planters
implemented throughout a semester is presented. Secondly, the results of an evaluation exploring
teamwork performance in multidisciplinary teams are stated. Third, alternative initiatives to promote
environmental awareness on campuses from students’ perspective are presented.

This article is distributed as follows: in Section 1.1 previous work on Smart IoT planters is explored
and the benefits of plants in learning spaces are specified. In Section 1.2 the scientific literature in the
context of teamwork in educational settings is examined. In Section 2, the materials and methodology
applied in this study are described. In Section 3 the results of the study are presented. Finally, in
Section 4 the results are analysed and discussed.

1.1. Smart IoT Planters in Educational Contexts

Indoor plants have countless benefits to human health and well-being [7–11]. The classroom
environment can play an important role in students’ learning and academic performance [8]. Han [9]
performed a study in two different high school classes of which one served as the experimental group
and the other as control. Six plants were placed at the back of the classroom. The experimental
group had immediately and significantly stronger feelings of preference, comfort, and friendliness
as compared to the control group. Also, the experimental group had significantly fewer hours of
sick leave and punishment records due to misbehaviour than the control group. Similarly, Fjeld [10]
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performed a study measuring health and discomfort symptoms. The results concluded 21% lower
mean score for health symptoms in classrooms with plants, and a more positive consideration of the
classrooms with plants (more beautiful, brighter, and comfortable). Likewise, Khan et al. [11] explored
self-reported observations on indoor air quality, aesthetics, and performance. The results show that
large majorities reported that the plants improved air quality, increased pleasantness, and helped to
improve their performance. This study investigates alternative implementations to install Smart IoT
planters as an approach to promote environmental awareness using plants in learning spaces.

Placing IoT systems in plants is not new [12–19]. The availability of sensors and microcontrollers
in the online market has facilitated the implementation of systems for monitoring plants, automate
irrigation, provide artificial light, or disease detection in plants. Gomez et al. [12] designed a system
for monitoring soil moisture, humidity, and ultraviolet radiation in protected crops. Srbinovska [13]
presented a wireless sensor network architecture for vegetable greenhouse in order to achieve cultivation
and lower management costs monitoring temperature, humidity, and illumination. Similarly, in the
context of greenhouses, Lambebo and Haghani [14] designed a wireless sensor network using open
source and inexpensive hardware to measure the concentration level of several greenhouse gases.
These planters vary on which sensors, microcontrollers, data persistence storage, and actuators are
used to grow plants. Recent implementations in higher education contexts are putting special emphasis
on the technological challenges faced and on the solutions adopted [20,21], or the impact on students’
satisfaction and motivation [22]. However, none of these systems used real plants with IoT systems
to foster environmental awareness in educational contexts. Hence, research questions 1 and 2 are
formulated as follows:

RQ1. What kind of Smart IoT planters can be implemented to foster environmental awareness in
educational contexts?

RQ2. What alternative initiatives can be proposed to promote environmental awareness in
the campus?

1.2. Teamwork Towards Multidisciplinary Implementations

Project-Based-Learning (PBL) is a framework for teaching and learning organized activities to
create a product that is becoming more popular in the last years [22–25]. Within this framework,
students working in groups strive for solutions to complex problems by asking and clarifying questions,
debating ideas, making predictions collecting and analysing data, communicating their findings to
others and creating artefacts [26]. PBL is based on re-engineered processes that involve people from
multiple disciplines to improve and broaden the competence of engineering students. The aim of
PBL is to: (a) understand the role of theoretical and real-world discipline-specific knowledge in a
multi-disciplinary, collaborative, practical project-centred environment; (b) recognize the relationship
of the engineering enterprise to the social/economic/political context of engineering practice and
the key role of this context in engineering decisions, and; (c) learn how to participate in and lead
multidisciplinary teams to design and build environmentally conscious and high quality facilities faster
and more economically [27]. The review of research on PBL concludes that there is a need for more
research documenting the effects and effectiveness using this model [28]. In fact, the literature shows
several representations to comprehend the effectiveness of learning processes in working teams [29–34],
most of which have been produced around the Input-Process-Output (I-P-O) model [32]. Inputs set the
conditions under which group interaction processes take place [35]. Inputs are variables that can affect
teamwork at various levels (e.g., individual, group and environment) both internally (e.g., members’
skills, attitudes, personality, group structure, group size) and externally (e.g., level of environmental
stress, reward structure). Group interaction processes take place when team members interact [35] and
indicate how a group is performing [30]. Finally, outcomes are criteria to assess the effectiveness of team
actions. A recent study [36] draws on the model to conclude that cooperativeness and collaborative
behaviour had a positive influence on team cohesiveness, while workload and task complexity had a
negative influence on it. Additionally, the study found that team cohesiveness was positively related
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to perceived learning, satisfaction with teamwork, and expected quality. Likewise, both perceived
learning and expected quality predicted satisfaction with teamwork.

Therefore, we investigate the effects and effectiveness of PBL varying the group composition in
the context of Higher Education studies [28] considering the instruments and conclusions suggested
in [36]. Logically, research questions 3 and 4 are formulated as follows:

RQ3. What are the effects of multidisciplinary teamwork in learning performance?
RQ4. Which are the channels used to communicate in teamwork.

2. Materials and Methods

This study was carried out in the context of the Computer Based Systems module, which runs in
the first semester period of the fourth year of the Degree in Computer Engineering. The module is
mostly practical, and it is aimed at implementing technological solutions based on IoT for Smart Cities.
This year it was decided to suggest the design of Smart IoT planters to automate the irrigation system
at the university campus. Implementing an irrigation system requires very specific knowledge and
expertise that most computer students do not have. For this reason, teachers decided that students of
Computer Based Systems (Computer Engineering (CE)) might join students of Irrigation and Drainage
Technology Systems (Agricultural Engineering (AE)) to work collaboratively to implement solutions
considering multidisciplinary perspectives. Both CE and AD modules run in parallel along the first
semester of the year.

As CE and AE students might broadly differ in their interests towards implementing the planter,
a transversal approach was sought. Hence, teachers highlighted that the main objective of the Smart
IoT planter should be to raise awareness among students and university employees about the need to
cover Sustainable Development Goals (SDGs) [6] specified in modules’ syllabuses: Goal 7. Ensure
access to affordable, reliable, sustainable and modern energy for all; Goal 11. Make cities and human
settlements inclusive, safe, resilient, and sustainable; Goal 12. Ensure sustainable consumption and
production patterns; and Goal 13. Take urgent action to combat climate change and its impacts. The
modules followed a PBL approach.

2.1. Participants

For this study, all students enrolled (n = 40) in the Computer Based Systems module (CE), and all
students enrolled (n = 12) in the Irrigation and Drainage Technology Systems (AE) were invited to
participate in the study. Finally, a total of 47 students accepted the consent form and completed the
pre-questionnaire (88.71% male, 14.29% female), thereof 35 were CE students and 12 were AE students.
The mean age was 24.23 and the standard deviation was 4.08. All sessions were face-to-face, and the
attendance was mandatory but not registered.

2.2. Materials

During the first month (September 2019), students were able to plan their project identifying
what components they would need, how they would be assembled, and for what purpose. On the
one hand, CE students took the lead within their groups by analysing the most suitable sensors, and
actuators. The selection and purchase of components was restricted to the stocks in a well-known
website specialized in electronic components. On the other hand, AE students took the lead within
their groups to decide on which components were required to assemble the irrigation system, the type
of soil, and the type of plant. Before making the full purchase, the groups presented a preliminary
draft specifying which components were to be used and how they were to be assembled. Professors
from both disciplines (CE and AE) validated the proposals, and suggested changes to guarantee the
operation of their future IoT projects.

All students had institutional tools to work collaboratively online (i.e., Microsoft Sharepoint,
Microsoft Teams, Skype, and email accounts). All students were assisted on-demand by teachers.
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2.3. Design of the Case Study

This collaboration between faculties from different disciplines was developed with the aim to
promote mixed areas of knowledge (i.e., mechatronics) within the university. This study was carried out
and presented to students as an initiative in which they should design IoT systems that are compliant
with the SDGs [6].

The composition of the groups varied on the expertise of the students, and the expertise of the
teachers. Hence, there were 3 different types of groups:

(1) Type A groups (3 x groups) comprised 4 CE students. Type A groups had support from CE
teachers. These groups comprised only members from the CE discipline. These were the groups
with the lowest degree of multidisciplinarity.

(2) Type B groups (3 x groups) comprised 4 CE students, and 4 AE students. Type B groups had
support from both the CE and the AE teachers. AE students were only assigned to type B groups.
These were groups with the highest degree of multidisciplinarity.

(3) Type C groups (3 x groups) comprised only CE students. Type C groups had support from both
CE and AE teachers. These were the groups with a medium degree of multidisciplinarity.

Regarding the group formation, teachers presented the 3 types of groups that students might join
to work along the semester. Students were assigned to groups as soon as they decided the option
that was more convenient for them. Finally, there were 3 groups for each group type. Each group
voluntarily chose a leader who was in charge of organizing the communication, and taking care of the
materials. All groups collaborated during the semester using the channels they found handier.

CE and AE students were allocated on two different campuses in the city (i.e., Campus Sur, and
Ciudad Universitaria). Hence, group leaders organized sporadic and spontaneous meetings to make
progress within their projects. Additionally, students were encouraged to use the channels provided
by the university to arrange synchronous and/or asynchronous online meetings.

2.4. Meassure Instruments

This study followed the constructs suggested by Gil et al. [36] to measure team work. Reasonably,
seven-point Likert scales were used to measure the 8 constructs: (1) Cooperativeness was measured
using items 4 from [37]; (2) Collaborative behaviour was measured using 5 items from [38]; (3) Task
complexity and (4) Workload were measured using 3 and 4 items respectively from [39]; (5) Team
cohesiveness was measured using 6 items from [37,40,41]; (6) Perceived learning was measured using
items from [42]; (7) Expected quality was measured using 3 items from [43]; (8) Satisfaction with
teamwork was assessed following [41,44]. The forms were completed using an online questionnaire at
the end of the course.

Teachers evaluated the work of CE students in a 0 to 10 scale at the end of the course. Students
had to prepare a practical demo of the planter, write a technical document describing hardware and
software designs, specify how they had covered the SDGs in their implementation, suggest further
initiatives to foster environmental awareness in the campus, and openly share the code in a repository.
In contrast, AE students were evaluated considering elements of assessment that happened before the
start of the study. Hence, AE students’ grades were excluded from the evaluation to avoid bias.

2.5. Procedure

This experiment took place between September 2019 and January 2020 in 32 lab sessions of two
hours duration (2 sessions per week). To attract the motivation of the students, the origin of urban
gardens was contextualized in World War II and linked to its current use in most developed countries
where it is becoming an alternative to the consumption of transgenic foods and pesticides. Looking
for a closer standpoint, this initiative was motivated in the context of their own campus to make it
more sustainable.
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The first two weeks of the course comprised the presentation of the module, the introduction
to theoretical concepts, and the group formation. Starting the fifth school-week, each group had to
deliver a preliminary draft (pre-design of the IoT system) including an outline that specified which
components were going to be needed, and how they were going to be interconnected to achieve the
specific objectives of their final project. The teachers used the students’ proposals to filter, to agree, and
to purchase the components based on their expertise and the existing budget. Starting the sixth week,
students could start working with the components. At the end of week 16th, groups defended their
projects making a demo, writing technical documentation, and answering the questions formulated by
the teachers during the evaluation.

2.6. Data Analysis

Questionnaires data and scores were imported from the survey-platform into MS Excel format
and then analysed using R Studio (v1.2.1335).

The reliability coefficient (Cronbach’s alpha) was calculated to validate the internal consistency of
the sample (see Table 1). Nunnally has suggested that score reliability of 0.70 or better is acceptable [45].

Table 1. Overall Means (M), Standard Deviations (SD), and Reliability Coefficient (Cronbach’s Alpha).

Scale (7-Point Likert) M(SD) Cronbach’s α Sample Item

Perceived learning 4.35(1.68) 0.96 I am learning to identify the central issues of the subject
Expected quality 5.75(1.30) 0.94 I think the work of my team deserves a high mark
Team cohesiveness 5.67(1.23) 0.89 Every member in the team fulfils their part
Workload 2.78(1.38) 0.89 Teamwork requires a lot of my time
Satisfaction 5.97(1.08) 0.77 I enjoy working with my team
Collaborative behaviour 5.70(0.94) 0.71 Teamwork is stimulating for me
Cooperativeness 5.06(0.78) 0.52 * I like to work with other people
Task complexity 4.27(1.25) 0.42 * I have undertaken similar tasks in other subjects

*: Internal consistency (α ≥ 70).

A Shapiro–Wilk test was conducted to confirm the normal distribution assumption of the sample
towards performing an analysis of variance (ANOVA). The ANOVA test was conducted to confirm
significant differences among the means obtained.

Finally, a Pearson’s correlation analysis was run to determine the relationship between the means
obtained (Table 4). Pearson indicates the strength of the linear relationship between two variables
for which the values range between −1 < 0 < 1. The values closer to 1 (−1) depict a stronger positive
(negative) correlation, meaning that the second variable tends to increase (decrease) when the values
of the first value are increased and vice versa. The closer the values are to 0, the weaker the correlation
is. A p-value less than 0.01 is taken as indicator for significant correlations. We can verbally describe
the strength of the correlation using the guide that Evans [42] suggested for the absolute value of r
(Strength: 0.00–0.19 “very weak”; 0.20–0.39 “weak”; 0.40–0.59 “moderate”; 0.60–0.79 “strong”; 0.80–1.0
“very strong”).

3. Results

The results presented in Section 3.1 address RQ1, Section 3.2 addresses RQ3 and RQ4, whereas
RQ2 is addressed in Section 3.3.

3.1. IoT Systems to Foster Environmental Awareness in the Campus

This study investigates what kind of Smart IoT planters can be implemented to foster environmental
awareness in educational contexts (RQ1). Finally, the groups implemented 3 different planter types:

1. Vertical garden: A wooden pallet placed vertically on a wall with 6 plastic bottles attached to
it. The bottles are placed diagonally from the top to the bottom with a change of direction.
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When watering the bottle on top using a dripper, the water runs from one bottle to the next one
immediately below. The circuit concludes in a small tank for the remaining water. See Figure 1a.

2. Hydroponic system: A closed circular circuit created with pipes. The plants are placed in the holes
created in the upper part of the pipe so that the base of the plant is in contact with water and
nutrients. A pump is used to circulate water from a tank to the rest of the circuit. See Figure 1b.

3. Rectangular planters: 6 plastic planters with 50 × 38 × 30 dimensions were installed. A slit was
opened at the bottom of the side of the planters to release the remaining water. Figure 1c illustrates
how some of the electronic components are embedded.

   
(a) Vertical garden (b) Hydroponic system (c) Rectangular planters (2×) 

Figure 1. Internet of Things (IoT) planters installed in the campus.

Each working group justified the selected plant considering where it was going to be installed. The
groups finally decided on cyca palm, organic grass, lolium perennial, kale, artichoke, and peppermint.
Ornamental flowers were planted in the vertical garden, and lettuce was planted in the hydroponic
system. The composition of the soil (i.e., substratum and soil) was adapted to the needs of each type
of plant.

The planters were equipped with different IoT systems. Sensors, actuators, IoT cloud platform,
and irrigation systems included in the IoT systems are illustrated in Figure 2. In the following sections,
a holistic approach is represented to describe all the components included by the different planters.

Figure 2. Holistic architecture of the components included in the IoT planters.
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3.1.1. Sensors

Students were able to investigate which variables they needed to manage and therefore what
sensors they wanted to install in their planter. The groups selected both analog and digital sensors.
Analog sensors return voltage as an output whereas digital sensors return digital values. These were
the sensors installed in the planters (See Figure 2):

• Water sensor: an analog sensor which returns 0 value if no water is detected, and a higher value
when water is detected. The vertical garden was designed placing the water sensor within a small
tank attached to the bottleneck of the last bottle. This tank contains the excess water. Similarly, all
rectangular planters have a slit in the bottom back side where excess water can escape to a plate
when the pot overflows. The water sensor was placed on the plate so that whenever there was a
drop on its grid, the irrigation system was automatically stopped.

• Weight sensor: an analog sensor that varies the output voltage depending on the mass on it. This
sensor is placed at the base of the planter of rectangular planters to keep track of the weight. The
groups installed this sensor with two different purposes: (1) Identify when to stop the irrigation.
Knowing how much weight the pot has before starting to water, and how much weight the pot has
when the water begins to overflow, the students were able to design a system to stop watering.; (2)
Manage the evolution of the plant mass of the planter. The plant grows inside and outside the pot
as time passes. This sensor allows you to know precisely what plant mass the pot has. This data is
relevant to determine the amount of nutrients needed, and to determine the moment when to
relocate the plant to a larger pot.

• Temperature probe: an analog sensor using a resistance that varies the output voltage between 0
and 1000 depending on the inner temperature. The probe is installed inside the land to explore
the temperature of the plant at different depths.

• Soil moisture sensor: an analog sensor that measures the volumetric water content in soil. Measuring
soil moisture is important to manage the irrigation system more efficiently. This sensor measures
the humidity of the soil of the plant positioning the two legs inside the ground. The students
proposed the use of this sensor in 2 different ways: (1) To control humidity horizontally. Students
placed the sensor on the surface of the land to determine the humidity of the soil at different
distances from the drip system (or plant stem); (2) to control humidity vertically. Students placed
the sensor making a slit in the side of the pot at different depths to measure the evolution of the
wet bulb.

• Light Dependent Resistor (LDR): an analog sensor whose resistance varies depending on the amount
of light falling on its surface. These resistors are often used in circuits where it is required to sense
the presence of light. The groups used this sensor to artificially adapt the light of the plant to
make the photosynthesis, when natural light was not appropriate.

• Environmental temperature: a digital sensor that returns two decimal values reporting Celsius
degrees. The temperature in campus corridors usually fluctuates depending on the time of
day, the angle of the light, if windows are open or closed, number of students around, or if
the heating system is on or off. Likewise, there are plants that are more sensitive than others
to temperature fluctuations. The ambient temperature sensor allowed to monitor how the
temperature varied throughout the day and to provide suitable feedback depending on the type
of plant being cultivated.

• Environmental humidity: a digital sensor that returns two decimal values reporting percentage of
humidity. Moisture is important so that photosynthesis is possible. Likewise, plants should not
lose too much water from their leaves. The humidity sensor allows to monitor how the humidity
varied and to adapt the feedback to the user based on the need to humidify the plant. Some
students suggested installing an air humidifier as actuator in further implementations.

• Environmental light: a digital sensor, which returns four decimal values between 0 and 2400
reporting the existing light intensity measured in lux (unit of measure for the amount of light
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received by the sensor). Similar to the LDR, it is used to provide additional artificial light if the
natural one is not enough.

• CO2-Air quality: a digital sensor that returns four decimal values between 450 and 2000 ppm (parts
per million). Air quality is measured on the basis of the CO2 ppm number and volatile organic
compounds coexisting in the air. The students implemented this sensor to alert users when the
corridor is saturated with CO2 and it is necessary to open the windows.

3.1.2. Actuators

• Relay. The relay is a switch controlled by an electrical circuit by means of a coil and an electromagnet
to open or close the electro valve.

• Solenoid valve (electro valve). This valve controls the passage of the irrigation water through the
pipe. The valve is moved by a solenoid coil, and has only two positions: open or closed.

• High intensity colour LED. The students used sets of LEDs for two different functionalities: (1)
produce artificial light to facilitate photosynthesis of the plant; (2) provide feedback to the user
in real time on how the irrigation system is working. e.g., Group #1 implemented the following
policy: LED lights blue when the plant is watering; the LED turns red when the AQ sensor reported
over 1000 ppm of CO2; the LED turns green when the sensors of the plant return optimal values.

• Ambient displays and feedback tools. Students used different interfaces to show the values returned
by the sensors:

(a) Ambient display: The PRISMA is an environmental display to support learning
scenarios [46]. See Figure 3a. The PRISMA can display information with its 24 LED
ring, 8 × 8 LED matrix, and a liquid crystal display. This display was made available
to students so they could configure it based on their interaction needs. E.g. Group #3
configured the PRISMA to provide a range of colours between blue and yellow derived
from the humidity returned by the sensor.

(b) Interactive touch screen display. This interactive display was installed to present real-time
information from all planters making sensors data visible with visual metaphors. The
main screen includes a menu where the user can select which planter to explore in detail.
See Figure 2 (left).

(c) Mobile messaging system. Group #5 configured the IoT system to send alerts by means
of Telegram instant messaging app, when specific events occur. Figure 3b shows some
examples of the configured alerts: “The plant has not enough light”, “Congratulations!
The plant is growing under the best conditions”, “Security alert! There is no Internet
connectivity. Check the planter”. The system also notifies when the irrigation has started
and finished.

3.1.3. Computer and Microcontroller

The board (or microcontroller) is the main component connecting the rest of the subsystems. Its
role is to receive the captured data, processing the data, and send orders to actuators to maintain the
plant in the best conditions. Likewise, the processor sends data to the IoT platform where it is stored
and monitored according to consistent rules. The system is continuously active to periodically read,
validate, and write the value of the sensors. The IoT systems implemented included both Up2 board
(computer) and/or ESP32 (microcontroller).

• UP2 board. The UP Squared board is an x86 maker board based on the Intel. The UP boards are
used in IoT applications, industrial automation, or digital signage. This board is equipped with
an Intel Celeron N3550 and Intel Pentium N4200 System on Chip (SoC), 40 pins, 8 GB RAM,
Ethernet, HDMI, and USB connectors. This case study was carried out along the semester of the
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Computer Based Systems module. Hence, students were urged to implement their IoT systems
using this board.

• ESP32 microcontroller. ESP32 is a series of low-cost, low-power SoC microcontrollers with integrated
Wi-Fi and dual-mode Bluetooth. The ESP32 employs a Tensilica Xtensa LX6 microprocessor.
ESP32 includes built-in antenna switches, power amplifier, low-noise receives amplifier, filters,
and power-management modules. In this case study, the most advantageous groups were able to
adapt the processing capacity of the system and replace the board with a microcontroller.

  
(a) (b) (c) 

Figure 3. Feedback services configured: (a) Prisma, a visual feedback display; (b) Telegram messenger
to receive alerts; (c) IoT cloud platform. Thingsboard.io desktop dashboard.

3.1.4. IoT Cloud Platform

In the initial phase, students should agree on which IoT cloud platform would be used to persist
and monitor data from planters. A brainstorming session was organized to explore and test existing
IoT platforms. The following features were considered to take the decision: REST API, authentication
type, protocols for data collection (i.e., MQTT, HTTP, CoAP), and analytics provided. The following
IoT platforms were considered: Azure IoT, DeviceHive, Kaa IoT Platform, Mainflux, SiteWhere,
Thingsboard.io, Thinger.io ThingSpeak, SSo2, and Zetta. Finally, Thingsboard.io received more votes
from the students at the end of the brainstorming session.

All groups created a profile in Thingsboard.io to adapt the IoT platform to the specific requirements
of each planter. These were the features used by the groups:

• Application Programming Interface (API). All groups used the Rest API to remotely store the data in
the cloud via HTTP or MQTT protocols.

• Rule engine. Students were able to configure specific rules to validate the data and consistently
perform specific actions. e.g., Group #5 configured the platform to broadcast mobile messages
alerting the user via Telegram when precise events occurred.

• Data persistence. Trial profiles created in the IoT platform had restrictions regarding the duration
of the data persistence in the cloud. Hence, some groups were able to configure the system to
backup the data in a local database to keep long-term data.

• Visualization dashboard. The IoT dashboard is a key HMI (Human-Machine Interface) component
to organize and present digital information from the physical world into a simply understood
display on a computer or mobile. Hence, students were able to interpret the information stored in
the IoT platform using different interfaces depending on the sensor they were able to configure
(See Figure 3c).
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3.1.5. Irrigation System

Agricultural Engineering students and teachers were responsible for designing and installing
the automatic irrigation system. The installation involved the setup of planters, motorized valves,
droppers, water pipes, water counters, water filters, and pressure switches. This subsystem is formed
by a relay that controls the opening and closing of a solenoid valve, which allows or not the passage of
water. The relay receives a direct order from the computer/microcontroller configured by CE students.
CE and AE teachers provided on-demand support but also regularly reviewed the progress performed
by each group.

3.2. Mutlidisciplinary Teamwork on IoT

This study is aimed at exploring the effects of multidisciplinary teamwork in learning performance
(RQ3). Hence, we explored the extent to which teamwork subscales can vary based on the
multidisciplinarity in the composition of the work groups. The scores obtained demonstrated
adequate internal consistency for 6 out of 8 scales (see Table 1). Values for Cronbach’s alpha ranged
from 0.71 to 0.96 revealing sufficient score reliability for “perceived learning”, “expected quality”,
“team cohesiveness”, “workload”, “satisfaction” and “collaborative behavior”. Nevertheless, values for
Cronbach’s alpha ranged from 0.42 to 0.52 revealing insufficient score reliability for “cooperativeness”
and “task complexity”, and they were consistently discarded for the rest of the analysis.

Means and standard deviation were calculated taking into account the composition of the groups.
The results illustrated in Table 2 show that by taking together all the values of the teamwork scale in a
range of 1 to 7, group B obtained an average rating slightly higher than group C. On the contrary, group
A obtained a rating of 0.59 points lower than group B. Looking at the subscales individually, the results
concluded that group B obtained the highest scores for “collaborative behaviour”, “satisfaction”, “team
cohesiveness”, and “perceived learning”. On the other hand, group C obtained the highest scores in
“expected quality” and “perceived learning”. On the contrary, group A obtained the lowest scores in
all subscales.

Table 2. Teamwork means and standard deviations by group composition.

Scales/Subscales Group A Group B Group C

M(SD)
N = 15

M(SD)
N = 12

M(SD)
N = 12

Overall teamwork 4.67(0.88) 5.26(1.01) 5.24(0.61)
Collaborative behaviour 5.69(0.91) 5.80(1.10) 5.58(0.85)

Satisfaction 5.55(1.32) 6.47(0.89) 5.95(0.76)
Team cohesiveness 5.28(1.33) 5.93(1.28) 5.84(1.04)
Expected quality 5.12(1.32) 5.97(1.43) 6.27(0.75)

Perceived learning 4.00(1.63) 4.65(1.79) 4.47(1.71)
Workload 2.38(0.69) 2.72(1.63) 3.31(1.63)

Grades 7.49(1.63) 9.09(0.69) 8.65(0.63)

With regard to the marks obtained by the students in the final evaluation on a scale of 0 to 10 (10
being the best score), the results showed that group B obtained the upper average grade, followed by
group C. The group A scored 1.60 points lower than group B, and 1.16 points lower than group C.

The results obtained in the Shapiro–Wilk test (p-value= 0.00057) confirmed the normal distribution
of the overall teamwork data sample. Exploring the teamwork subscales independently, p-values lower
than 0.05 and the observations of the Q-Q plots confirm that “Collaborative behaviour”, “Satisfaction”,
“Team cohesiveness”, “Expected quality”, and “Workload” samples are normally distributed. However,
the p-values obtained in the “perceived learning” sample deviate from normality. Hence, “perceived
learning” was consistently discarded in the ANOVA test.
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An ANOVA test was performed to identify significant differences between the mean values
(Table 3). On the one hand, the test resulted in significant values for the grades obtained in the
evaluation (See grades in Figure 4a). On the other hand, the test resulted in Pr(>F) = 0.17 (which is
slightly higher to the coefficient of significance 0.1) for the overall teamwork scales, and consequently
non-significant values for the overall teamwork scales. Exploring the values obtained in the subscales,
the ANOVA test resulted in significant values for “expected quality” (Figure 4b).

Table 3. Analysis of Variance ANOVA. Significance Pr(>F) > 0.1.

Scales
Sum of
Squares

df
Mean
Square

F Pr(>F)

Teamwork 2.27 2 1.35 1.84 0.17
Collaborative

behaviour 0.26 2 0.13 0.14 0.86

Workload 5.25 2 2.62 1.41 0.25
Team cohesiveness 3.11 2 1.55 1.02 0.37

Expected quality 8.56 2 4.28 2.81 0.07
Satisfaction 5.04 2 2.52 2.31 0.11

Grades 17.14 2 8.57 6.73 0.003 **

Pr(<F) Significance codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1.

 
(a) Grades (b) Expected quality 

Figure 4. Boxplots contrasting group composition.

This study aimed at exploring the significance of the relationship between the means obtained in
teamwork subscales and the grades. Additionally, we investigated the relationships within teamwork
subscales (Table 4). We anticipated that learning performance (grades) would be positively correlated
with teamwork subscales. Contrary to our expectations, though, the results of the analysis do not depict
a significant correlation between them. Additionally, we aimed at exploring potential correlations
within teamwork subscales. The results from the correlation analysis show that there is a significant
very strong positive correlation between “cohesiveness” and “satisfaction”. Similarly, “cohesiveness”
has a strong positive correlation with “expected quality”, “perceived learning”, and “collaboration”.
Likewise, “expected quality” has a strong positive correlation with “satisfaction”.

Frequently Used Channels to Communicate

In this case study, we aimed at exploring the most frequently used channels to communicate while
working in groups (RQ4). Students were assigned an optional task in which they could report once a
week (using an online form) what channels they had used to communicate among team colleagues.
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There were 272 reports from 47 different students along the semester (Table 5). There was a mean of
5.78 reports by student. Whatsapp, Telegram and Teams were the most frequently used channels.

Table 4. Pearson’s correlation analysis (* Correlation significance < 0.01).

r Grades Collaborat. Workload Cohesive. Learning Quality Satisfact.

Grades 1
Collaboration −0.03 1

Workload 0.09 −0.12 1
Cohesiveness 0.09 0.61 * 0.12 1

Learning 0.09 0.59 * −0.01 0.62 * 1
Quality 0.34 0.40 0.12 0.66 * 0.35 1

Satisfaction 0.31 0.56 * −0.02 0.81 * 0.47 0.67 * 1

Table 5. Channels used to communicate among team colleagues. Frequency of usage.

Never
1

Rarely
2

Occasionally
3

Frequently
4

Very Frequently
5

M(SD)

%(n) %(n) %(n) %(n) %(n)
WhatsApp 14.34 (39) 5.51 (15) 12.50(34) 22.43(61) 45.22(123) 3.79(1.43)

Telegram 47.06 (128) 7.35 (20) 5.15(14) 5.15(14) 35.29(96) 2.74(1.83)
eMail 53.68 (146) 20.59 (56) 15.81(43) 6.62(18) 3.31(9) 1.85(1.11)
Teams 74.63 (203) 13.97 (38) 9.19(25) 2.21(6) 0(0) 1.39(0.75)
Skype 87.13 (237) 9.56 (26) 2.21(6) 0.74(2) 0.37(1) 1.18(0.53)

Facebook 99.26 (270) 0.74 (2) 0(0) 0(0) 0(0) 1.01(0.08)
Instagram 99.26 (270) 0.74 (2) 0(0) 0(0) 0(0) 1.01(0.08)

3.3. Educational Initiatives to Promote Environmental Awareness in the Campus

Based on the lessons learned along the semester in which the IoT planters were developed,
students were encouraged to suggest alternative educational initiatives to promote environmental
awareness in the campus. These were the most relevant actions:

There were different students suggesting interactive systems to improve IoT planters. Student
#612 suggested developing a mobile app inspired on the Tamagotchi metaphor to take care of the
IoT planters. The Tamagotchi would simulate the real IoT planter where participants could vary
feeding substances or watering frequency to explore how the real planter would behave. Likewise, she
suggested that the Tamagotchi might learn from the experience enabling using artificial intelligent
algorithms. Following a similar approach, student #311 proposed to show a status summary of all
planters in a large ambient display at the campus using Tamagotchi metaphor. Particularly, ambient
displays were pinpointed as a key channel to promote environmental awareness in the campus. Student
#313 proposed to show graphs illustrating water expenses by student-day, student-semester, etc.,
contrasting the number of litters with the ones contained in a glass of water, in a swimming pool, or the
ones used by the IoT planters. Student #307 proposed to explore the operation of the planter to contrast
the current energy supply with a self-supply system based on solar panels. Student #112 put forward
using Twitter as feed to post actions done on the planters so anyone could track how IoT planters take
care of the plants. Additionally, he also suggested posting environmental variables collected by the
sensor making the data visible illustrations that catch the attention of users. These social interactions
might help students understand the real environmental conditions in the campus and consequently to
take action to reduce pollution in a local area. Similarly, student #311 suggested creating a hashtag (e.g.,
#smartIoTplanters) to track the evolutions of the plants across social networks. Student #307 proposed
that voluntary students could take responsibility to take care of the IoT planters along the semester. He
encouraged them to create an internal competition in which the students who were able to configure
the planters with the most suited parameters according to plant, environmental conditions, but also
considered introducing machine learning algorithms would save extra money for credits to study
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related modules at the university. Thanks to advances in technology and machine learning, chatbots
have become more popular than ever in recent years. Student #912 proposed using a chatbot (text
or voice chatbot) to automate remote actions regarding the planters using commands. He named it
ChatbIoT and these would be a sample command: (1)–User: “Hi Planter 3!, can you please water the
lettuces at 18:00”.–ChatbIoT: “For how long?”. User: “Five minutes please”. ChatbIoT: “Got it!. I will
water the lettuces for 5 minutes at 18:00. Is that correct?”. User: “Yes, thank you Planter 3!”. ChatbIoT:
“Okay, I will do so. Hasta la vista, baby.”. The ChatbIoT might also help to remember recurrent actions
performed on the planter (e.g., when was the last time that the hydroponic garden was fed).

Many students suggested gamification activities to raise awareness on environmental issues in
the campus. Hence, different actions and rewards were considered to implement these games:

(a) Actions: Student #311 suggested that some students should be rewarded whenever they maintain
the plants and take care of the IoT systems once the module finished. He also suggested creating
a campaign in which students could create 1 min video pills to denounce issues happening in the
campus to boost the impact in social networks. Consequently, the most impacting denounces
would be rewarded. Student #111 suggested reducing paper waste rewarding students who
upload their class notes into Moodle. Student #611 believed that the university could create a
social game suggesting 1 individual achievable challenge for each of the of the 17 sustainable
development goals. Student #612 reported that loyalty recycling in the campus should be
rewarded (e.g., paper, batteries, plastics). Student #812 suggested remunerating car sharing and
the use of bikes to commute to the campus.

(b) Rewards: Student #111 would reward the most environmentally loyal students with scholarships,
ticket bonuses (to exchange in cafeteria, coffee machines, printing machines, or events organized
by the university), or grant priority to book the best learning spaces in the library (e.g., quieter,
with more light). Student #114 would reward these students providing with priority to select
their preferred time slots to attend to the modules distributed in alternative schedules along the
day/week. Student #311 suggested providing visibility to the most active students presenting an
updated ranking in visual displays.

Different students suggested organizing interactive workshops in the course of the semester. For
example, Student #107 suggested creating a physical open space to show the potential benefits of
using renewable energy in the campus. Student #212 proposed to create a mailbox where students
could contribute with ideas to make the campus more sustainable. Student #313 argued on the
importance of healthy habits, foods and plants, and considered that regular workshops should be
organised to make students aware of its benefits in long term. Similarly, student #607 urged to
practically explore the composition, substances, and pesticides in cultivation soils using sensors, and
to promote the understanding on bio food. Student #411 recommended organizing a hackathon to
develop IoT software/hardware to reward the most eco-efficient developments (i.e., computation,
energy consumption).

There were different students suggesting the creation of associations to promote achievable
actions to support the sustainable development goals. Student #107 suggested that creating an
association would have power enough to push a “Campus without plastics “action. Student #111
believed that an association should be able to promote the replacement of toilets to save water, i.e., “a
presence sensor might count the number of litters wasted every day. A monthly summary could be
presented visual displays at the campus”. Student #312 recommended promoting situational awareness
organizing excursions to recycling plants, or places affected by pollution. Additionally, she proposed
to create a compost area in the campus garden. Last but not least, student #307 suggested the use of
alternative media channels such as Radio Campus Sur to disseminate good practices in the context of
environmental awareness.

56



Sensors 2020, 20, 2227

4. Discussion and Conclusions

The rapid spread of IoT technologies has triggered the educational challenge of training future
engineers to be able to design complex sensor-based ecosystems. In Industry 4.0, it is essential
to educate students about the need to implement technological solutions that meet the objectives
of the 2030 agenda, and to ensure that the engineers of the future consider ecological issues in
their implementations.

This work presents the results of a case study in which students of Agricultural Engineer and
Computer Engineer were assigned the task to create IoT systems to promote environmental awareness
in the context of a university campus.

Multidisciplinary groups followed the PBL methodology to investigate IoT solutions that varied in
the sensors, actuators, microcontrollers, plants, soils and irrigation system they used (RQ1). Section 3.1
elaborates on the three types of planters implemented, namely, hydroponic system, vertical garden, and
rectangular planters. Sensors were configured considering the singularities (e.g., irrigation system) of
each planter, but also reflecting on the particular care required by each plant. The holistic architecture
of the components represented in Figure 2, shows that the implementation of the IoT planters covered
up to 9 sensors (thereof 5 were analog, and 4 were digital). The working groups had the ability to
engineer functionally different systems using the same sensors (Section 3.1.1). Different feedback
systems were assembled to foster understanding on environmental issues in the campus i.e., LCD
lights, ambient displays [46], mobile applications, and desktop-oriented dashboards (Section 3.1.2).

The overall architecture implemented in the case study shows that all groups were consistent
featuring a three-layered architecture (Figure 5):

1. Input layer. This layer includes the sensors collecting measurements regularly, and the processing
of the data done by the microcontroller/computer (Section 3.1.3). Data is sent to the process layer
via MQTT protocol.

2. Process layer. Data is stored in a database included in the IoT cloud platform. Rules might be
configured according to the specific requirements of each planter (e.g., send a mobile message
via Telegram alerting the user when the water sensor detects spilled water). This layer includes
input/output API with endpoints to store/request data in/from the IoT platform via HTTP protocol.

3. Output layer. Actions configured to be accomplished by the actuators (i.e., alerts, enable
irrigation system, disable artificial lighting system). It comprises both commands towards IoT
planter maintenance (Section 3.1.5), and feedback information for third party clients using the
API interface.

 

Figure 5. Frequently implemented three-layered architecture in IoT ecosystems.

The architecture described in this section is frequently implemented in different engineering
areas [47,48]. Therefore, IoT cloud platforms are providing improved services to facilitate a seamless
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integration of IoT ecosystems (Section 3.1.4). Due to the scalable nature of the proposed architecture,
the ecosystem is easy to extend, and to adapt towards further implementations in educational contexts.

This study achieved the objective of fostering environmental awareness on the campus by
implementing systems that addressed the following important issues:

• Optimization the irrigation systems using weight sensors, water sensors, and warning systems.
Students implemented IoT planters that open/closed the electro-valve based on real time data,
and the particular conditions required by each plant. Likewise, suitable alerts were configured to
minimise energy consumption;

• On-site real-time feedback. The IoT planters developed included on-site feedback that draw
attention to environmental and consumption variables, promoting the discussion in students
walking next to the planters. The LEDs system provided visual feedback specifying when
the irrigation stopped/started, when the CO2 level is over the configured limit, or, when the
environmental sensors return optimal values for the plant. The ambient display was configured
to make the soil variables visible (i.e., humidity, temperature, weight), transforming the gradient
into a colour scale (Figure 3a);

• Online real-time feedback. The systems implemented included different software clients that
obtained and reported real-time data. One example was the touchscreen display, which showed
detailed graphics on the evolution of the variables of each planter (Figure 3c). Another example
was the mobile chatbot, which alerts and traces irrigation schedules (Figure 3b).

Moreover, students were able to suggest alternative educational initiatives to raise awareness
about environment issues in the campus (RQ2). The reported results show that the experience with
the smart IoT planters facilitated students to envision multiple ingenious strategies to improve IoT
planters towards educational purposes (Section 3.3). Different proposals suggested the inclusion of
interactive visual and acoustic displays to increase the impact on students and employees of campus.
The proposals included the use of social networks, and radio media to share the data collected by
the sensors, and the creation of learning objects (in videos, text) to disseminate good practices in the
use of water and energy or alert about the pollution in the campus. Furthermore, students suggested
solutions based on gamification strategies, designing ingenious reward policies for active users raising
environmental awareness. In this context, students were able to identify different achievable activities
that could be promoted within any campus. These initiatives imply an important base of knowledge
towards implementing further actions to promote environmental awareness in educational contexts.

Multidisciplinary education is key to tackle complex projects covering different areas of knowledge.
The implementation of smart IoT planters in educational contexts demanded technical expertise to
assemble hardware components and programing software interfaces. Nonetheless, it also required
specific expertise on agronomics to select convenient plants, soils, planters, and, to install suitable
irrigation systems. In this case study, we wanted to investigate how multidisciplinarity working in
groups might impact learning performance and the expected quality of the outcomes (RQ3). The
results presented in Section 3.2 show that multidisciplinary work among students from different
areas of knowledge is ostensibly beneficial for learning. The groups with the highest degree of
multidisciplinarity obtained higher grades (Figure 4a). Likewise, a similar effect was observed for the
perception of expected quality of the work (Figure 4b). Exploring the subscales comprising teamwork,
the results of the analysis show that the perception of group cohesion (team cohesiveness) and satisfaction
to work in groups are strongly correlated (Table 4). These findings are consistent with previous research
concluding that expected quality predicts satisfaction with teamwork [36]. These results rekindle the
need to promote work in multidisciplinary groups from different areas of expertise to achieve a deeper
knowledge, and to create functionally efficient IoT systems in Higher Education contexts.

Work-in-groups implied both face-to-face and remote to collaboration among group members.
Hence, students could freely use different channels of communication to coordinate their activities. On
the one hand, they had a default institutional platform (based on Microsoft Teams), which featured
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synchronous and asynchronous messaging system. Alternatively, they might use any personal
messaging applications or social networks. The results collected during the course show that students
were more active using personal messaging application from their own mobile devices (Table 5): i.e.,
WhatsApp, Telegram. However, students were reluctant to use social networks for academic purposes:
i.e., Facebook, Instagram (RQ4). These results must be interpreted together with recent conclusions on
mobile learning showing that the new generation of teachers would be willing to use personal devices
to guide students in educational contexts [49].

The complexity of this study lied in the implementation of a PBL activity across a full
semester synchronizing students from two different engineering degrees (Computer Engineering and
Agricultural Engineering), campuses, and modules (Computer based systems, and Irrigation and
Drainage Technology Systems). This approach is especially difficult to implement since engineering
degree syllabi are usually tightly restricted to specific areas of expertise. The results reported in this
work represent an important technical knowledge base towards the implementation of IoT ecosystems
in CE and AE educational contexts. Likewise, the conclusions of this evaluation provide evidence of
the need to encourage work in multidisciplinary teams to train engineers towards Industry 4.0.

Further research should explore alternative associations between multidisciplinary groups to
define suitable IoT architectures towards suggesting supplementary learning/teaching paths for
industrial, civil, naval, aerospace, or forestry engineering studies.

Supplementary Materials: The following are available online at https://vimeo.com/392389154, Video
eUrbanGarden: Campus Sur. UPM.
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Abstract: The smart classrooms of the future will use different software, devices and wearables as
an integral part of the learning process. These educational applications generate a large amount
of data from different sources. The area of Multimodal Learning Analytics (MMLA) explores the
affordances of processing these heterogeneous data to understand and improve both learning and
the context where it occurs. However, a review of different MMLA studies highlighted that ad-hoc
and rigid architectures cannot be scaled up to real contexts. In this work, we propose a novel MMLA
architecture that builds on software-defined networks and network function virtualization principles.
We exemplify how this architecture can solve some of the detected challenges to deploy, dismantle
and reconfigure the MMLA applications in a scalable way. Additionally, through some experiments,
we demonstrate the feasibility and performance of our architecture when different classroom devices
are reconfigured with diverse learning tools. These findings and the proposed architecture can be
useful for other researchers in the area of MMLA and educational technologies envisioning the future
of smart classrooms. Future work should aim to deploy this architecture in real educational scenarios
with MMLA applications.

Keywords: smart classrooms; educational technology; multimodal learning analytics; internet of
things; multisensorial networks

1. Introduction

Technology has been transforming education for the last decade. One of the main changes is the
introduction of digital tools that support the learning and teaching practices [1]. Both software
(e.g., smart tutoring systems, learning management systems, educational games, simulations,
or virtual/augmented reality environments) and hardware (e.g., smart whiteboards, smartphones,
remote labs, robots, wearable devices, cameras and other sensors) are present in the classroom and in
our daily life [2,3]. The dynamism of classrooms requires the orchestration of this complex technical
ecosystem, currently performed manually by instructors. Consequentially, novel technologies and
mechanisms should be considered during the deployment of flexible and dynamic smart classrooms.

These rich ecosystems collect large amounts of data about the learning process and context,
opening the door to better understand and improve education. However, handling such volume of
raw data also represents a complicated challenge [4]. Aware of the promises and challenges, the area
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of Learning Analytics (LA) focuses on the “measurement, collection, analysis and reporting of data
about learners and their contexts, for purposes of understanding and optimizing learning and the
environments in which it occurs” (SoLAR definition of Learning Analytics https://www.solaresearch.
org/about/what-is-learning-analytics). Within LA, over the last years, there has been a growing
context on Multimodal Learning Analytics (MMLA), which is a sub-field that makes special emphasis
on the usage of multimodal data sources [5]. There has been multiple and diverse MMLA applications,
such as to teach how to dance salsa [6] or to assess oral presentations [7]. While transforming raw data
into meaningful indicators is already daring [4], in this manuscript, we are mostly concerned with
the issue of orchestrating the different data sources and applications. A recent literature review on
MMLA architectures reveals that, due to the complexity of orchestrating the different elements of the
technical ecosystem, most of the proposals offer ad-hoc solutions [8]. Apart from limiting the chances
of reusability in different educational contexts, the effort to develop, deploy, maintain and enable
interoperability among all those ad-hoc solutions does not scale up when the number of solutions
increases [9]. Therefore, the current ad-hoc setup represents an important challenge to systematically
apply MMLA in smart classrooms [10].

Thus, a real futuristic scenario with smart classrooms, where consecutive lessons take place
(with 15–30 min breaks), would require a seamless and scalable reconfiguration of the sensors, devices
and virtual learning environments within the classroom not only to deliver the lesson but also to profit
from highly different MMLA solutions [10]. To address these challenges, we propose to evolve from
traditional management, predefined by the instructor in a manual fashion, towards an automated
approach able to reconfigure the classroom devices without human intervention and in a flexible
and on-demand way. The number of sensors and actuators making up smart classrooms, as well
as the possibility of managing them in a dynamic way make the scalability of the proposed
approach a critical aspect to take into account. This can be possible by deploying a Mobile Edge
Computing (MEC) architecture that combines Network Function Virtualization (NFV) technique [11]
and Software-Defined Networking (SDN) paradigm [12]. NFV will allow for separating the software
logic from the hardware of the classroom devices. It improves the flexibility and dynamism of
device management processes by enabling the deployment, dismantling and reconfiguration of the
technical ecosystem according to the current classroom needs. The SDN paradigm will help smart
classrooms with automatic and dynamic management of network communications, enabling the
Quality-of-Service (QoS) and interoperability of smart classroom devices and applications at the edge.

The objective of this paper is to present an MEC-enabled architecture that integrates SDN/NFV
to deploy, configure and control the lifecycle of MMLA applications and devices making up a smart
classroom as well as its network communications at any time and on-demand. More specifically,
the objectives of this paper are as follows:

1. Use the MMLA literature to present a simulated but realistic scenario that can surface the
limitations of the current technical approaches involved in the orchestration of complex technical
ecosystems in educational practices.

2. Propose an MMLA architecture implementing SDN/NFV principles and exemplify how this
architecture can solve some of the detected challenges to deploy, dismantle and reconfigure the
MMLA applications in a scalable way.

3. Perform several experiments to demonstrate the feasibility and performance of the proposed
architecture in terms of time required to deploy and reconfigure these applications.

The remainder of this paper is structured according to the next schema. Section 2 reviews and
analyzes the state of the art of smart learning and classrooms, MMLA, remote smart classrooms, as well
as the usage of SDN and NFV in different scenarios. Section 3 shows a case study explaining three
different scenarios and their concerns. Section 4 describes the proposed architecture and how it can
address the concerns of the aforementioned scenarios. Section 5 presents some experimental results
that demonstrate the usefulness and performance of our solution. Section 6 discusses the main benefits
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of our solution compared to the existing ones. Finally, conclusions and future work are drawn in
Section 7.

2. Related Work

2.1. Smart Learning Environments and Classrooms

In the last few decades, multiple terms have been coined with the “smart” label, often referring to
devices (such as phones or watches) or spaces (e.g., classrooms, schools, campus, or cities) that through
the utilization of the appropriate technologies and Internet of Things (IoT) services collect data from
the users and the context to better adapt to the needs of the stakeholders involved. Aligned with this
general idea, Smart Learning Environments (SLEs) are technology-enhanced learning environments
able to offer instant and adaptive support to learners based on the analyses of their individual needs
and based on the contexts in which they are situated [13]. Thus, when we think of a smart classroom,
we should not reduce it to the mere idea of a traditional classroom heavily equipped with virtual
learning environments and mobile, wearable or IoT devices.

While many aspects should be taken into consideration in a smart classroom such as the
architectural design and its ergonomy, or the pedagogical methodology [14], in this paper, we focus
on the infrastructure required to enable the “smart” features, i.e.,: (1) to seamlessly reconfigure such
a complex technological infrastructure for guaranteeing the dynamicity and QoS of smart classrooms;
and (2) to collect data from users and context to feed data for the intelligent adaptation to the learning
needs at enactment time.

2.2. Architectures for Smart Learning Environments and Classrooms

As a recent literature review on smart campus technologies shows [15], paradigms and
technologies such as the IoT, virtualization, wireless network, or mobile terminals are essential
parts to be considered. There have been several attempts to orchestrate this intricate technical
ecosystem. At the beginning, many of them were ad-hoc architectures suitable for specific technologies
(e.g., interactive boards [16]), or focused on concrete problems (e.g., communication issues [17,18])
or features (e.g., remote software control [19]). Lately, authors have started broadening the scope
and flexibility of their proposals. For example, GLUEPS-AR [20,21] combines the lessons learnt
from distributed learning environments and the ideas coming from the MMLA domain. In [21],
Serrano et al. designed an architecture which gathers student actions and their contextual data
during across-spaces learning tasks to feed the adaption features. Another example is the architecture
proposed by Huang et al. [22], which not only conducts the collection, integration and analyses of
contextual data, but also enables the remote control of IoT devices and enhances the usability of the
smart classroom with additional services such as voice recognition and user control interfaces. Previous
colleagues also introduced LEARNSense framework [23], which aims to provide learning analytics
using wearable devices. However, they did not deal with scalability and deployment issues either.

These architectures often focus on supporting data processing activities of the Data Value
Chain (DVC) [24] (namely, collection and annotation, preparation, organization, integration, analysis,
visualization, and decision-making). Each of these data processing activities poses a number of challenges
linked to the problems associated with the data collection and analysis of multimodal data sources [8],
which are common in smart classrooms. However, none of these proposals details how to (re)configure
the smart classroom technical ecosystem to seamlessly switch from one LA application to another. Thus,
in this paper, we try not only to enable the DVC in a smart classroom but also to reconfigure the technical
ecosystem to cope with the requirements of different lessons happening in a row.

2.3. Remote Classrooms and Labs

Related to the technical orchestration challenges of smart classrooms, the virtual and remote lab
field has a long trajectory coordinating IoT services and devices. Remote smart classrooms consider
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virtualization techniques and virtual machines (VM) to optimize the management of their software
and hardware resources flexibly. Some remote laboratories consider virtual labs as an essential tool to
improve the learning experience by supporting experimentation about unobserved phenomena [25].
In [26], the WebLab-Deusto project [27] used VMs to provide their students with remote smart
laboratories that do not consider WebLab-specific code. Students had access to VMs for a given
time and, once finished, a snapshot was made before restoring and preparing the VMs for new
students. In [28], the authors proposed a solution that considered virtualization techniques to adapt
the resources of remote laboratories at anytime and on-demand. Several experiments demonstrated
how the usage of computing resources was optimized to guarantee the smart labs quality of service.
In [29], the authors presented a mechanism to automatically generate, deploy and publish digitized
labs in a framework of Massively Scalable Online Laboratories (MSOL). The authors demonstrated the
suitability of the proposed mechanism by developing a communication protocol managing the lab
equipment remotely, together with a web platform enabling the management of files and publishing
digitized labs as web applications. Finally, the Smart Device Specification [30,31] provided remote labs
with interesting capabilities. This specification focused on removing dependencies between clients
and servers while enabling the description of remote lab experiments, and the selection of particular
remote lab configurations [32]. However, configurations were not flexible enough because these must
be established in advance by the lab administrator.

2.4. SDN and NFV Applied to Different Scenarios

The combination of SDN/NFV enables flexible, dynamic and on-demand management of
networking and infrastructure resources. Moreover, it facilitates disruptive and heterogeneous
scenarios such as the next generation of mobile networks (5G) [33], healthcare environments [34],
or IoT [35].

Regarding 5G mobile networks, the authors of [36] analyzed the impact of SDN/NFV in the new
vision of current and future network architectures. The authors highlighted how the combination of
SDN/NFV reduces costs while improving the network flexibility and scalability of the infrastructure.
The authors of [37] proposed a 5G architecture using NFV to support the implementation of tactile
internet. A utility optimization algorithm which enables human perception-based tactile internet
was developed to optimize the utility of 5G NFV-based components in this new scenario. In [33],
the authors proposed an architecture which integrates SDN/NFV to manage and orchestrate services
in charge of monitoring and controlling the network plane of a 5G network infrastructure in real-time
and on-demand. Another solution was presented in [38], where authors studied the network flows
migration of 5G networks and pointed out the inverse relationship between network load balancing
and reconfiguration costs. Several experiments demonstrated the previous trade-off and the usefulness
of the proposed solution. Regarding healthcare scenarios, the authors of [34] proposed an SDN/NFV
architecture providing flexible and cost-efficient deployment and control of healthcare applications and
services. In addition, the authors of [39] proposed an SDN/NFV framework to control the life-cycle
and behaviour of physical and virtual medical devices belonging to clinical environments. This work
also presented the novel concept of virtual medical device, an NFV-aware system providing dynamism
in clinical environments. In the IoT context, the authors of [35] introduced an SDN/NFV architecture
providing IoT devices with ultra-low communication latency. Another work was proposed in [40],
where authors designed an architecture to ensure key security and privacy aspects of cyber-physical
systems and IoT environments. SDN and NFV were considered to allow IoT devices and environments
to make security decisions and take dynamic reactions. It is important to mention that learning
scenarios such the proposed in this work can be improved by considering the SDN/NFV capabilities
presented in the previous works.

In conclusion, this section has reviewed some of the most relevant solutions of heterogeneous
smart learning environments and remote classrooms, highlighting the importance of seamless
reconfiguration of smart classroom devices. The lack of solutions able to deploy, dismantle and
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reconfigure the software of classroom devices has also been demonstrated to ensure the seamless
reconfiguration of devices in real-time and on-demand. Finally, we have shown the potential of
SDN and NFV in other scenarios to achieve flexible and dynamic management of computational,
storage and networking resources.

3. Description of Simulated Case Study

The related work review concluded that one of the main challenges in the area of smart classrooms
and MMLA context is an architectural one. In our attempt to understand in depth this research issue,
this section presents a simulated case study inspired by authentic uses cases extracted from the
literature. The main goal is to ascertain what the specific issues are that our proposed architecture must
address (see in next Section 4), in order to support a seamless reconfiguration of a smart classroom
where different learning activities would happen in a row. With the objective of building this case
study, we reviewed literature on MMLA applications that have been implemented during the last
few years. From these cases, we select three that were aligned with innovative learning trends and
have different objectives, devices, analytics and sensors in order to demonstrate how the architecture
self-organizes from one scenario to the following one. We also order these three cases by increasing
complexity, the first one focuses on individual students, the second one focuses on groups of students
collaborating, and the third one focuses on students collaborating in projects but also on what the
instructor is doing. Next, we describe in depth each one of the scenarios.

3.1. Intelligent Tutoring System in the Classroom

One of the main trends in education over the last decade has been the development of interactive
environments that can be slowly introduced as part of the classroom or homework activities. Two of
the most relevant tools for this purpose are Intelligent Tutoring Systems and Educational Games [41].
Most of the literature meta-reviews that have measured the effectiveness of such tools in the
classroom [41,42] have reported positive effects. However, these studies also agree on the struggle that
instructors face to effectively integrate these tools in their teaching and curriculum. One of the reasons
is not being able to know what students are doing in these virtual environments to orchestrate the
classroom activities and to intervene if necessary. Hence, the need for the development of real-time
dashboards that can provide this information to instructors [43].

The first scenario is grounded in this technological and pedagogical issue, and is strongly inspired
in the previous work of Holstein et al. [44,45]. In this work, they have co-designed a dashboard and
augmented wearable instruments to visualize real-time analytics and visualizations of what each
student is doing in the intelligent tutoring system. Next, we detail the specific details:

• Context: In this scenario, students are practicing a specific topic through the use of an intelligent
tutoring system. Each student is individually interacting with the environment with the computer.
In order to provide just-in-time help, instructors need to know how students are advancing in
this practice and what are their mistakes or misconceptions. A usual class would be around 20 to
40 students.

• Application: When students interact with the intelligent tutoring environment, they generate
events and clickstream data that can be processed to make inferences about their learning process.
Based on these data, the analytics engine generates a number of indicators of students’ current
skill and behavioral states. For example, it can show if a student is confused, needs help, has been
idle for a number of minutes or their areas of struggle, among other pieces of information.
Additionally, each computer has a webcam capturing students’ face and expression, and the
analytics engine applies an affect detection Machine Learning (ML) model to infer students’ affect
status. Instructors receive all these info through a dashboard in real-time and can easily move
within the classroom attending students’ needs.

• Sensors and devices:
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– Individual students’ devices: Students interact with the ITS by connecting to it as a web
application. The ITS provides of a series of scaffolded exercises adapted to the current level
of skill of each student. Students use the desktop PC available in the classroom.

– Individual students’ webcam: Each student has a front camera in their computer that is
capturing a video feed of their face expression continuously. This feed is used by the
analytics engine to infer the emotional state in time windows.

– Instructor device: The instructor consume the analytics via a dashboard by connecting from
its device (tablet or laptop) to the visualizer provided by the architecture.

3.2. Tabletop Task Collaboration

UNESCO has noted that the future of education should be focused on promoting transverse
skills, such as collaboration [46]. The trend has shifted from individual efforts to group work,
making the development of collaboration skills mandatory with an increasing trend of implementing
collaborative learning activities with high frequency [47]. Therefore, it is not a surprise that numerous
researchers have started to analyze collaborative learning from different perspectives. However,
one of the challenges has been to scale up the analysis of these collaboration studies when there
are many groups to assess or to provide feedback in real-time. Hence, the area of MMLA has been
studying ways to automatically provide empirical evidence that can help to support co-located
collaboration through analytics [48]. In these studies, researchers capture multimodal data from
the collaboration, some examples of data sources include video, audio, physiological signals using
wearables or interaction data with computers or shared devices [49,50].

This second scenario is grounded in this context where we present an application that generates
colocated collaboration analytics while students are interacting on a multi-touch tabletop doing
a collaborative task, which is based on previous work from Maldonado et al. [51]. The details of this
scenario are depicted next:

• Context: In this case scenario, we have students interacting with a shared device known as
interactive multi-touch tabletop, which can easily support face-to-face collaboration with multiple
students interacting at the same time. Students carry out an activity on collaborative concept
making, which is a technique where learners represent their understanding about a topic in
a graphical manner by linking concepts and preposition [52]. At the same time, students are also
conversing with each other and discussing their decisions, and this voice stream is also captured
through a microphone. The class is organized in groups of three students, and a usual class could
have around 7 to 14 groups.

• Application: The objective is to design an application that can help teachers become more aware
of the collaborative process, by making visible interactions that would otherwise be hard to
quantify or notice. The application study collaboration by considering both the verbal interactions
when students are talking to each other, as well as physical touches with the table-top [53].
More specifically, it can use metrics to identify learners that are not contributing enough to
the activity or are dominating it (both physical and verbal interaction), groups that can work
independently or those that do not understand the task. The instructor accesses all these
information though a visualization dashboard in a hand-held device.

• Sensors and devices:

– Group multi table-top: Table-top learning environments are big tactile screens that allow the
collaboration of multiple users at the same time.

– Group overhead depth sensor: A Kinect sensor is used to track the position of each user
automatically detecting which student did each touch.

– Group microphone array: It is located above the tabletop and captures the voice of all the group
members, distinguishing the person which is speaking.
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– Instructor device: The instructor consume the analytics via a dashboard by connecting from
its device (tablet or laptop) to the visualizer provided by the architecture.

3.3. Programming Project-Based Learning and Instructor Indoor Positioning

Project-based learning has become one of the main forms of instructions across contexts and the
different phases of schooling as it resembles better real-world practices and leads to deeper learning [54].
This method of instruction is very common in programming courses, where students often have to
develop a collaborative group programming project to pass the course (e.g., [55]). One of the challenges
of these collaborative projects is to assess the role and effort of each member of the group in order to
guarantee similar workload distribution, hence avoiding free riding [56]. These project-based learning
courses often have entire sessions devoted to in-class work on the projects. During these sessions,
the teacher moves from group to group solving doubts, which presents a new challenge regarding how
to equitably distribute their time across groups [57]. In this context, we can collect diverse sources of
data from the collaborative programming environments, audio from group conversations, instructors’
position and physiological signals from the students.

This third scenario combines inspiration from the following previous studies: the work of
Spikol et al., and Blikstein to apply MMLA to analyze collaborative project-based learning and
open-ended programming tasks [58,59], the ideas of Ahonen et al., to analyze biosignals during
these programming tasks [60] and finally the proposal of Martínez-Maldonado et al. to estimate the
amount of time spent by the instructions in each group [57]. Therefore, in this scenario, the application
combines an analysis of the collaborative programming actions and conversation of each group,
the physiological signals levels of each student and position of the instructor. More details about this
scenario are depicted next:

• Context: Numerous programming courses have capstone projects where students need to
implement an application that shows evidence of the different concepts acquired thorough
the course. These courses usually have some sessions allocated for students to start developing
these projects in groups while instructors move from one group to another solving doubts.
Each group interacts with a shared programming environment (e.g., [61]) to develop the project
collaboratively. The class is organized in groups of three students, and a usual class could have
around 7 to 14 groups.

• Application: In this scenario, there are two main applications. The first one is to provide analytics
regarding how the collaboration is working out and how the project is advancing. This can include
information regarding areas of struggle based on the code written and code compilations [59],
but also regarding the level of contribution to the project of each member, analysis of the
conversation and engagement levels obtained through the analysis of the physiological signals to
measure activation and engagement levels. The second one is an automatic control of how much
time the instructor has spent helping each one of the groups through indoor positioning; this way,
the instructor can balance the help that each group receives. The instructor can consult all this
information through a dashboard in order to provide just-in-time and personalized support to
each group.

• Sensors and devices:

– Individual students’ devices: Students interact with the collaborative programmings
environment by connecting to it through a web application.

– Individual Empatica E4 wristband: Each student wears an E4 empatica wristband that captures
the heart rate, a three-axis activity through an accelerometer, and the electrodermal activity
of their skin.

– Group microphone array: It is located above each one of the groups’ tables, distinguishing the
person which is speaking.
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– Group positioning sensor: It is located in each one of the groups’ tables to detect the center
position of each group.

– Instructor positioning badge: It is carried by the instructor when moving around the
class. It implements Pozyx (https://www.pozyx.io/) technology which is an ultra wide
band solution that provides accurate positioning and motion information with sub-meter
accuracy (10 cm).

– Instructor device: The instructor consumes the analytics via a dashboard by connecting from
its device (tablet or laptop) to the visualizer provided by the architecture.

3.4. Requirements of the Previous Scenarios

The case study with the three consecutive scenarios represents an example of how smart
classrooms and MMLA solutions could look in the future. To reach our goal of supporting the seamless
reconfiguration and data collection required to enable the smart adaptation, we have identified four
main requirements emerging from our simulated case study:

Requirement 1—Within-scenario flexibility for instructor-configured data collection,

analytics, visualizations, and recommendations: Aligned with the challenges reported in the
literature [8], the MMLA solutions implemented in the aforementioned scenarios are ad-hoc solutions
that enable the data gathering and analysis to later feed the visualizations and recommendations for
instructors and students. The three use cases that we described have different learning environments,
devices, data sources or analytics pipelines that have been configured to match the necessities of each
use case. Therefore, to be able to scale up the number of MMLA solutions used in a single classroom
and scenario, it is necessary to provide a scalable architecture compatible with the different MMLA
applications [9,10] by abstracting these functionalities in scalable and interoperable modules that can
be automatically re-configured for each MMLA application.

Requirement 2—Between-scenario flexibility for automatic deployment of the MMLA

solutions: The kind of equipment, devices, setup and sensors necessary to perform these applications
makes smart classrooms expensive to have. Therefore, we would expect that, in the future,
these classrooms are fully booked, perhaps having a short time of 15–30 min in-between sessions.
In our case study, we presented three consecutive use cases to illustrate this issue, but this might be
a conservative estimate. The current setup makes it very challenging to seamlessly and automatically
re-configure the technical ecosystem and to also enable the data collection and analysis in short periods
of time. In our case study without a proper architecture, each teacher would be in charge to deal
with the technological complexity of the MMLA application in each class, which in reality is not
a feasible approach. This raises the necessity to have a seamless transitions between the scenarios of
our simulated case study.

Requirement 3—Seamless privacy and authentication configurations: The privacy of users,
and of students in this case scenario, has been one of the topics on the spotlight during the last
years [62]. The regulations have agreed that we need to provide control to the users so that they
can specify how their data can be used. Therefore, even though these MMLA solutions seek to help
students in their learning process, students and instructors should still have the right to opt-in or -out
so that their data are not collected and/or used. In the case scenario, each application would need to
manage this privacy and authentication issues separately, which is sub-optimal. Therefore, we need to
provide a centralized system where students can configure their privacy and authentication options to
apply across all the smart classroom applications, and we also need to easily identify students across
applications and devices so that we can properly process their data.

Requirement 4—Easy communication with external data sources: Thanks to the institutional
data and the ICT adoption in our daily routines, there can be numerous data sources (both formal
and informal) that can hold valuable information to understand students’ context and knowledge.
Some examples might include the classical LMSs in formal learning institutions, other online
courses, academic records or background information. In the case study, each application would
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have developed their own interface to interact with these external data sources. Thus, instead
of implementing ad-hoc solutions to benefit from those external data sources, there is a need for
generating services and APIs that can be used across applications.

4. Architecture

This section describes our MEC/SDN-oriented architecture that satisfies the aforementioned
requirements, and how it integrates different components to reconfigure and manage the learning
applications running on top of classroom devices automatically, on-demand and in real-time. Figure 1
shows the levels, components and communications of the proposed architecture. The main elements,
following a top-down approach, are the next ones:

Figure 1. Architecture oriented to the Mobile Edge Computing (MEC) paradigm.

• External Data Sources. This level contains different external databases and tools such as data from
the Academic Records, Learning Management System (LMS) or Massive Open Online Courses
(MOOC) that can feed our architecture with relevant students’ data.

• Learning Analytics Platform. It hosts the components focused on analysing data provided by
external sources and generated during the realization of learning activities.

• MEC System Level Management. This level is focused on (1) processing requests from instructors to
reconfigure heterogeneous classroom devices in real-time and on-demand, (2) making decision
and orchestrating them to configure learning applications running on top of classroom devices,
and (3) sensing classroom devices to detect misconfigurations or problems.

• MEC Host. Heterogeneous classroom devices, also known as MEC Hosts, such as electronic
blackboards, tablets, personal computers, servers, or Raspberry Pi that need to be reconfigured
according to the current learning course or subject.

• MEC Host Level Management. Level hosting the different managers able to control the life-cycle of
the Virtualization infrastructure, MEC Platform, and MEC Apps running on the MEC Hosts.

• Network Level. This level contains the network infrastructure enabling the communication of MEC
Hosts and the rest of the levels making up the architecture.

In the following subsections, we explain in detail the components and main levels of our platform.
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4.1. Learning Analytics Platform

The Learning Analytics Platform has the different modules and components that are necessary
to implement learning analytics applications that have as a final objective to improve the learning
experience and outcomes of students. With that goal in mind, the platform hosts different components
able to acquire, process, analyze, recommend and visualize relevant data generated during the
interaction of students with learning applications. Among the most relevant components, we highlight
the Learning Record Store (LRS), which acquires and stores students’ interaction registers generated by
learning applications. Those registers are sent to the Analytics Engine component to analyze them by
using ML and statistical techniques. According to the registers, the outputs of the Analytics Engine and
some trained models, the Recommender component provides students and instructors with suggestions
to improve the learning experience. Finally, the Visualizer component exposes a graphical interface that
allows students and instructors to interact with registers, data and outputs of the learning platform.

4.2. MEC System Level Management

The MEC System Level Management deals with the management of the classroom devices and
the behaviour of the learning applications running on top. In this context, the Operation Support
System (OSS) is focused on the the logic of the architecture. This element provides instructors
with an interface to define the rules that enable the reconfiguration of the learning applications and
software running on top of the heterogeneous devices belonging to a classroom. These rules will
be provided to the Decision component to identify particular actions to be taken. Once a decision is
made, the Orchestrator receives the notification and interacts with the managers and controllers of the
lower levels to configure the network, the classroom devices and their learning applications. Finally,
the Acquisition component senses data generated by the classroom devices and their applications and
services (not only learning applications) to detect misconfigurations or problems. When one problem
is detected, the Decision and Orchestrator modules come into play to decide, schedule, and spread the
required actions.

4.3. MEC Host Level

The MEC Host Level is composed of two planes, the control and data planes.
The control plane is called MEC Host Level Management and it is in charge of deploying, controlling

and dismantling learning applications, instantiated as MEC Apps that run on top of heterogeneous
classroom devices (MEC Hosts). The MEC Host level management contains two managers: the MEC
Platform Manager and the Virtualization Infrastructure manager (VIM). The MEC Platform Manager
controls the whole life-cycle of MEC Apps, and the VIM manages the computation, storage and
networking virtual and physical resources of the Virtualization Infrastructure.

In the data plane, we find the MEC Hosts, which are classroom devices providing computational,
storage, and networking resources to execute learning applications. Each MEC Host contains
a Virtualization Infrastructure, a MEC Platform and one or more MEC Apps. MEC Apps can be deployed
as learning applications, components of the Learning Analytics Platform (commented on in Section 4.1)
and other applications like, for example, those oriented to improve the learning courses security and
privacy). MEC Apps can be instantiated in Virtual Machines (VM) or containers running on top of
the virtual infrastructure. The virtualization infrastructure consumes the hardware of heterogeneous
learning devices such as computers, digital blackboards, or cameras and provides computational,
storage and networking virtual resources. Finally, the MEC platform provides essential and generic
MEC Services needed to run MEC Apps. These services can be specific for particular applications or
generic enough to be shared among several MEC Apss. Examples of MEC Services can range from
communication protocols to access control mechanisms or cryptographic material.
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4.4. Network Level

The Network Level contains two types of elements: heterogeneous Networks and the Network
manager. The networks represent the hardware and software networking resources needed to connect
MEC Hosts and their MEC Apps. The Network Manager allocates the SDN Controller, which has the
global view of the network status as well as the logic of the network to control the data plane where
heterogeneous networks are located.

4.5. Solutions Provided by our Architecture to the Previous Requirements

Solution to Requirement 1—Within-scenario flexibility for instructor-configured data

collection, analytics, visualizations and recommendations: Easy and flexible reconfigurations of
the instructors’ and learners’ applications, such as the one needed in the first scenario, are enabled by
our solution. Figure 2 shows the interaction between the components of our architecture to reconfigure
the storage and processing capabilities of the instructor host. For clarity’s sake, we show how the
architecture reconfigures two MEC Apps running on top of an MEC Host. However, this functionality
could be extended to several MEC Hosts and applications. The 1st step of Figure 2 shows when
the decision of reconfiguring the instructor host is made by the Decision component. After that,
the Orchestrator provides the MEC Platform Manager with the MEC Host and the reconfiguration
details of the new storage and processing capabilities. Once received, the MEC Platform Manager
interacts with the instructor host to access the storage and processing MEC Apps and reconfigure
them (steps from 3 to 6). When the reconfigurations have finished, the action is confirmed to the
Orchestrator (step 7).

Figure 2. Architecture reconfiguring two MEC Apps running on top of an MEC Host.

Solution to Requirement 2—Between-scenario flexibility for automatic deployment of the

MMLA solutions: Aligned with the capabilities shown in the previous issue and focused on
addressing this one, the proposed architecture deploys, configures and dismantles MEC Hosts and
their applications in real-time and on-demand. Following the previous example, Figure 3 shows
how the components of our architecture dismantle the instructor host when a given application is
finished, and deploy new ones with different capabilities for the next class. In the 1st step of Figure 3,
the Decision component interacts with the Orchestrator to notify the necessity of changing the instructor
host. After that, the Orchestrator provides the VI Manager with the required info to dismantle the
MEC Host (step 2). Once the notification is received, the VI Manager dismantles the host and confirms
the Orchestrator the action (steps 3–5). When the old instructor host has been dismantled, the next
step is to deploy a new MEC instructor host with more hardware resources (processor and graphics).
This process is shown from 6 to 9 in Figure 3. At this stage, our architecture has already deployed a new
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MEC instructor host with enough hardware resources to meet the requirements of the next learning
analytics application and the next step is to deploy a new MEC App with visualization tools and
capabilities. For that, the MEC Platform Manager is the component in charge of deploying, configuring
and confirming the new MEC App (steps from 10 to 13). Finally, the Orchestrator communicates with
the SDN Controller to include a new rule in the switch flow table, and route the network packets sent
and received by the new instructor host and its applications (step 14).

Figure 3. Architecture dismantling an old MEC Host, and deploying a new MEC Host and MEC App.

Solution to Requirement 3—Seamless privacy and authentication configurations: Our architecture
is able to deploy MEC Apps, providing students with authentication and authorization capabilities,
in real-time and on-demand. On the one hand, depending on the learning course security requirements,
the architecture will deploy and configure an MEC App providing several authentication mechanisms with
different levels of security. On the other hand, the architecture will deploy another MEC App allowing
students to define their privacy preferences by defining user-friendly policies. In this context, students
will determine what pieces of sensitive data can be shared, who or what learning tools can process
the sensitive data, how long data can be processed or stored, or what can be done with the data,
among others. Once defined the policies, they will be sent to the components of the Learning Analytics
Platform to ensure that they are considered during the data management and storage processes.

Solution to Requirement 4—Easy communication with external data sources: As can be seen
on top of Figure 1, the design of our architecture considers external data sources such as MOOC, LMS,
or academic datasets feeding the Learning Analytics Platform with additional data that will be critical
for the data analysis processes performed by its components.

5. Experimentation Results

A key aspect of our proposal is how the architecture deploys and configures the learning
ecosystem automatically for each scenario, which addresses the aforementioned Requirements 1
and 2. We consider these two requirements as the key ones that are necessary to bring scalability and
interoperability to smart classrooms and MMLA applications, and thus we focus our experimentation
in this section on those two aspects. The deployment process is dealt by the Orchestrator that must
consider the features of each classroom device and its performance with different MEC Apps. In this
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section, we show experimental results regarding computational performance and efficiency of typical
classroom devices with practical learning tools.

With a model of deploying MEC Apps based on containers, we investigate experiments about three
types of learning tools: high-intensive computing, medium-intensive computing and high-intensive
data consuming. The high-intensive computing MEC App is a face-recognition that detects all the
faces and face encoding in each frame of a video source. This application is a Python program based
on dlib library using a Histogram of Oriented Gradients (HOG) face detector. The medium-intensive
computing MEC App is a feature extractor for Automatic Speaker Recognition (ASR). This application
is also a Python program based on the Mel-Frequency Cepstral Coefficients (MFCC) that analyzes
an audio source periodically each second. In addition, the high-intensive data consuming MEC App
is a computational physics simulation that plots a 3D surface. This application is a Python program
based on Matplotlib library for creating animated visualizations.

5.1. Testing Environment

We deployed a testing environment composed of three MEC Hosts with different hardware
resources, which are representative of a real smart classroom; these are a server, a desktop PC and
a laptop. These devices can be used in the different scenarios presented in Section 3. The server was
an Intel machine with dodeca-core (12 cores) 3.50 GHz CPU and 32 GB DDR4 RAM, the PC was an
Intel machine with octa-core (8 cores) 3.40 GHz CPU and 16 GB DDR4 RAM, and the laptop was an
Intel Celeron machine with dual-core 1.10 GHz CPU and 4 GB DDR4 RAM. In particular, laptops have
similar computational capabilities to tablets and mini-PCs, so our experimental results with laptops
are comparable to tablets and mini-PCs.

For each device, we set up a realistic evaluation environment with the typical services and
graphical interface used to reduce the overhead. The operating system of all hosts was Ubuntu 64-bit
18.0.4, and the containers were deployed by the latest version (19.03.6) of Docker Engine. No more
additional software components were needed to deploy the learning tools on our testing environment.
Each learning tool was allocated within a unique Docker container providing a single learning task.

Our testbeds evaluated the performance and efficiency of our solution by increasing the number
of containers on each type of MEC Host. This allows for observing the performance variance across
different scenarios according to their capabilities. We expect that changing between scenarios would
have an impact in the performance, e.g., the learning device installed in a classroom work table would
require much more learning tools in a Tabletop Task Collaboration scenario than a Programming
Project-based Learning scenario. Another possibility is that there could be changes in the number of
students taking each class, hence affecting the computation requirements. Therefore, the performance
for each configuration must be well-known by the Orchestrator to properly reconfigure the learning
devices in each class.

5.2. Docker Container with High-Intensive Computing Application

There are several learning scenarios that can require a face detection tool to identify students or
infer affect states. As shown in Section 3 for an Intelligent Tutoring System, an MEC Host with a camera
capturing a video feed of student face expression can be used to infer the affect (e.g., surprise, neutral,
confusion and angry) and identify when a student needs help. We used dlib library to implement
a HOG face detection MEC App and created a Docker container that provides this app in our testing
environment. The HOG is one of the most reliable and applied algorithms for person identification,
but also an intensive computational task. Therefore, it is essential to properly manage the available
computing resources in the learning device that can be dedicated to the execution of this learning tool.

In order to evaluate the performance and efficiency of the Face Recognition application in Docker
containers, our testbed used a H.264 video source with 640 × 360 image size and applied the HOG
algorithm in each video frame. We used the analyzed frames per second (FPS) as performance
evaluation index to assess how fast the HOG algorithm is. If a configuration has higher FPS value,
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it has higher video quality and can produce smoother video. Figure 4 shows the experimental results
obtained when increasing the number of containers for each type of learning device. The left graph
depicts the maximum analyzed FPS for each configuration and the right graph shows how many CPU
cores are overloaded.

(a) Face detection and encoding speed. (b) CPU usage per container.
Figure 4. Performance results for Face Recognition application in Docker containers.

As it can be seen in Figure 4, the maximum speed achieved was above 6 FPS for configurations
with up to six containers in server and up to four containers in PC, whereas the throughput in the
laptop was much lower with less than 3 FPS. In addition, the server was absolutely overloaded with
12 containers, the PC with eight containers and the laptop with two containers. Therefore, we observe
that each container consumed approximately one CPU core. These experimental results imply that
a face detection tool can be provided in different configurations e.g., a PC with eight cameras could
serve for a work table shared by eight students or a laptop for one single student. Note that the server
achieved the highest computation performance, and this performance could further improve if it
included a graphics card to implement the HOG algorithm.

5.3. Docker Container with Medium Computing Application

Identifying students via their voice in a microphone can be useful for several learning scenarios,
as shown in our use case related to project-based learning (see Section 3). An MEC Host with
a microphone capturing the meeting audio can identify students, perform speech-to-text transcription,
calculate speaker metrics (e.g., speaking time or counters) and infer the emotional state (e.g., angry,
boring or excited).

We implemented an MEC App based on MFCC to recognize persons and created a Docker
container with this tool to carry out our experiments. The MFCC are widely used in automatic speech
and speaker recognition and allow transforming the audio source into a sequence of feature vectors
that characterize voice signals. Our MEC App extracted feature vectors in one second window in
order to apply a real-time student recognition. The process to calculate MFCCs consisted in framing
the signal in short windows to later apply specific mathematical operations that convey a medium
computing task.

In order to evaluate the performance and efficiency of the ASR application in Docker containers,
our testbed used an audio signal stored and processed each second using MFCC with a length of the
analysis window of 25 ms and a step between successive windows of 10 ms. In this case, we used the
processing time as the performance evaluation index because this indicator shows how fast the MFCC
algorithm is. If a configuration has slower processing time, it can process more audio sources and
serve more users. Figure 5 shows the experimental results obtained when increasing the number of
containers for each type of MEC Host. The left graph depicts the processing time to analyze the audio
signal each second and the right graph shows how many CPU cores are used in the processing.

76



Sensors 2020, 20, 2923

(a) Feature extractor speed. (b) CPU usage per container.
Figure 5. Performance results for Automatic Speaker Recognition application in Docker containers.

The audio feature extractor is a relatively low computationally expensive task that is
well-supported in server, PC and even laptop. As shown in Figure 5, the processing time was
always below 100 ms for our three learning devices and below 30 ms for server and PC. However,
the CPU overload was relevant for PC when the number of containers doubles its number of cores.
In addition, the laptop was stuck when the number of containers was greater than 10, whereas the
server was not overloaded with up to 20 containers. These experimental results show that an ASR tool
can be easily provided in our use cases, e.g., a laptop/tablet with microphone could serve a 6-student
work group or a server with 20 students simultaneously.

5.4. Docker Container with a High-Data Consuming Application

The interactive simulation-based learning can be useful in multiple scenarios, for example using an
ITS in the classroom, as shown in Section 3. When students interact with the simulation, they generate
events and clickstream data that can be stored and processed to calculate usage metrics (e.g., idle times
or event counters) and even infer about their learning experience (e.g., difficulty or simplicity).

There are several types of interactive simulations which could be used in a classroom. Physics
simulations are widely used to improve the learning process in science and engineering education.
We implemented a Matplotlib MEC App to build an animated physics simulation that shows a wave
motion. In particular, the physics simulation used a 1.5 GB array to plot a 3D surface animated.
The size of plotting array implied that the simulation carried out a high data consuming task for
learning devices or MEC Hosts.

In order to experiment our physics simulation in Docker containers, our testbed updated the
plotting constantly in order to evaluate the performance in each learning device. We used the changes
per second (CPS) of the simulation as the performance evaluation index because this indicator shows
how fast the simulation is running. If a configuration has higher CPS value, it has higher simulation
quality and can produce more fluent simulations. Figure 6 shows the experimental results obtained
when increasing the number of containers for each type of learning device. The left graph depicts the
maximum CPS for each configuration, and the right graph shows the percentage of RAM memory used.

Given the results shown in Figure 6 and that our physics simulation required 4 CPS at least to
show a fluent animation, a laptop served only one container with our simulation. However, the server
and PC could achieve 20 and 14 containers, respectively. Moreover, the memory was full and additional
containers were rejected when the server launched more than 20 containers, the PC 14 containers,
and the laptop 2 containers. These experimental results show that a high-data consuming simulation
can be used in different configurations, e.g., a laptop/tablet could be used for a single student and a
server to up to 20 students in the classroom.
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(a) Simulation speed. (b) RAM memory usage per container.
Figure 6. Performance results for Computational Physics simulation in Docker containers.

6. Discussion

Among the different aspects to be taken into consideration in a smart classroom [14], the proposed
architecture focuses on orchestrating the complex technical ecosystem and enabling its “smart”
features. The architecture has been designed bearing the following main requirements in mind:
within-scenario and between-scenario flexibility, seamless privacy and authentication configurations,
and easy communication with external data sources.

The experimental results regarding the performance and scalability of our architecture show
how heterogeneous classroom devices can be managed in an automatic and efficient way to host
different amounts and types of learning tools and applications. Concretely, we demonstrated the
scalability of our architecture when an increasing number of Dockers, with diverse computational
requirements, is deployed over three widely used hardware configurations such as laptops, personal
computers and servers. However, no direct comparison of the obtained results with those reported
in the literature was possible since they highly depend on the hardware and software configuration.
Furthermore, most MMLA studies evaluate their results based on educational outcomes but not on
technical performance.

The automatic and flexible management of the proposed architecture has been motivated through
the case study presented in this paper, which illustrates the limitations of current solutions and how
our proposal offers a seamless switch between three different learning scenarios happening in the
same smart classroom. While existing architectures for smart classrooms often involve ad-hoc digital
devices and tools that can be used in specific ways [15,22], in our proposal, the different modules of
the ecosystem can be orchestrated for multiple purposes in scalable and interoperable ways. Moreover,
the human intervention required to adapt and reconfigure the transition between heterogeneous
learning lessons is significantly reduced and can be automatized.

The presented architecture could be of great value also for the remote lab community.
While virtualization techniques had been already explored [27–29], this architecture could increase the
flexibility of remote labs, by supporting the configuration and deployment of remote experiments [32].
Moreover, it supports the collection of multimodal data (coming both from hardware and software)
necessary to support the smart adaptation to the learning process.

Regarding the instant and adaptive support expected from smart classrooms [13], our proposal
could become the base upon which other architectures could build, uncoupling the multimodal
challenges of the DVC [4,63]. More concretely, our contribution helps to address the lower level
technical requirements of the DVC, and more conceptual architectures (e.g., [21,22,63]) could build on
top of it. Thus, our proposal contributes to diminishing the need for ad-hoc MMLA solutions often due
to the technical constrains to the ecosystem [8]. As a consequence, relying on a lower level architecture
will open the door to multiple analysis and adaptability schemes in smart classrooms, addressing the
reusability and interoperability problems among MMLA solutions [9,10].
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The integration of SDN/NFV in our architecture allows instructors to reduce their workload
avoiding the manual configuration of classroom devices according to the topic and purpose of each
subject. It also reduces the complexity of the smart classrooms management as well as optimizes the
usage of classrooms devices. In a nutshell, smart classrooms equipped with our architecture will be
able to reconfigure and optimize the learning applications of their devices ant their communications
according to the current subject topic and number of students. It will be done in real-time and
on-demand. In contrast, as it has been demonstrated in Section 2, existing solutions using virtualization
techniques [25,26] are not able to reconfigure the whole remote lab in a flexible way. They just consider
predefined VMs implementing particular learning applications that are instantiated and dismantled.
It means that they miss critical aspects such as the flexible management of communications, essential
to guarantee QoS issues when the number of students increases, and the optimization of hardware
resources of learning devices such as CPU, memory and storage.

It is important to note that one of the main limitations of the proposed architecture is the
complexity of its deployment. The usage of resource-constrained devices such as digital boards or
cameras makes very complex their management through current virtualization techniques. Fortunately,
this issue is limited when other devices such as tablets and personal computers are considered in smart
classrooms. Additionally, the architecture is still to be tested in a real scenario, which is part of the
future work. Moreover, we argue that the architecture represents an improvement with respect to
other studies. However, we cannot present a direct comparison in terms of efficiency because most
MMLA studies do not report on the performance of the architectures from the technical point of view.
Finally, we still have not tackled the challenge of how instructors will be able to interact with this
architecture through a user-friendly authoring tool.

7. Conclusions and Future Directions

Smart classrooms require a dynamic and flexible orchestration of their complex ecosystem,
currently performed manually by instructors that use ad-hoc learning applications. With that goal
in mind, this paper the following three key research problems: (1) the limitations of current learning
solutions in terms of flexible and scalable management of devices belonging to simulated and realistic
learning scenarios; (2) the suitability of technologies and their integration in an architecture able to
provide the level of flexibility and dynamicity required by current learning environments; and (3)
the scalability and performance of the architectures. With challenges in mind, this paper proposes
an MEC-enabled architecture that considers SDN/NFV to reconfigure the software and hardware
resources of classroom devices in real-time and on-demand. A case study inspired by authentic learning
analytics applications extracted from the literature has been proposed to highlight the limitation of
the existing solution and demonstrate the added value of our architecture. The experimental results
demonstrate acceptable computational performance and efficiency when typical classroom devices
such as servers, personal computers or laptops implementing practical learning tools are deployed and
reconfigured. Specifically, we investigated experiments with different MEC Apps such as face detector,
ASR and physics simulation, each one with different computational requirements. The results point
out the potential of our architecture to manage heterogeneous classroom devices in an automatic and
efficient way.

As future work, we plan to implement and deploy the proposed architecture in a realistic smart
classroom scenario to demonstrate its usefulness with real students. In this sense, we will integrate
our architecture in existing platforms able to deploy, dismantle and control the life-cycle of VMs and
containers such as OpenStack, as well as control the network infrastructure and the communications
of the smart classroom by using OpenDaylight as SDN Controller.
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Abstract: Shodan is a search engine for exploring the Internet and thus finding connected devices.
Its main use is to provide a tool for cybersecurity researchers and developers to detect vulnerable
Internet-connected devices without scanning them directly. Due to its features, Shodan can be
used for performing cybersecurity audits on Internet of Things (IoT) systems and devices used in
applications that require to be connected to the Internet. The tool allows for detecting IoT device
vulnerabilities that are related to two common cybersecurity problems in IoT: the implementation
of weak security mechanisms and the lack of a proper security configuration. To tackle these issues,
this article describes how Shodan can be used to perform audits and thus detect potential IoT-device
vulnerabilities. For such a purpose, a use case-based methodology is proposed to teach students
and users to carry out such audits and then make more secure the detected exploitable IoT devices.
Moreover, this work details how to automate IoT-device vulnerability assessments through Shodan
scripts. Thus, this article provides an introductory practical guide to IoT cybersecurity assessment
and exploitation with Shodan.

Keywords: IoT; cybersecurity; Shodan; teaching methodology; use case based learning; security
audit; vulnerabilities; cyber-attacks; vulnerability assessment

1. Introduction

The Internet of Things (IoT) is a paradigm that involves the connection to the Internet of daily
objects, giving remote users and other devices the possibility of monitoring and interacting with them.
According to some reports, 75 billion IoT devices will be deployed by 2025 [1] for multiple areas like
smart appliances [2], smart agriculture [3], smart healthcare [4,5], or smart cites [6] (a summary of the
most relevant IoT application areas is shown in Figure 1). Part of such areas are considered as critical,
so their security is key to avoid potential damage.
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Figure 1. Main Internet of Things (IoT) application areas.

Cybersecurity is a necessary requirement that has to be addressed during the design,
implementation and deployment of IoT devices [7,8]. One of the most challenging problems of current
IoT devices is that many of them are battery dependent and can be considered as resource-constrained
in terms of computational power and memory, which prevents them from implementing certain
security features that are common in traditional computers. For instance, public-key cryptography is
essential for providing high security for web browsing [9], email exchanges [10], or for storing medical
data [11], but the implementation of cryptosystems like Rivest–Shamir–Adleman (RSA) [12] or Elliptic
Curve Cryptography (ECC) [13] may not be possible or inefficient for resource-constrained IoT devices.
Moreover, such constrained devices may include bugs in their firmware, which in many cases is not
possible or easy to update periodically with code patches.

Weak credential security and the lack of basic authentication measures are also common in
IoT devices. For instance, such weaknesses were exploited by Mirai, which created a botnet that
obtained the administrative credentials of other IoT devices through brute force. Mirai-infected
devices, like webcams, Digital Video Recorders (DVRs), or routers, carried out in September 2016 one
of the largest Distributed Denial of Service (DDoS) attacks in history, with hundreds of thousands of
devices performing simultaneous requests [14]. In many cases, the mentioned weaknesses are related
to the fact that, often, product development does not consider security until the final development
stages, as an additional layer, instead of considering it as a design requirement.

Although there are a number of recent results of research projects that deal with IoT
cybersecurity [15,16], it is almost neglected in many university degrees that are related to the
development of IoT products (e.g., electrical engineering, computer science, and computer engineering),
so graduated students do not receive in most cases a dense training on IoT security. Moreover, such a
lack is also amplified by the difficulty of evaluating a broad range of real IoT devices, which would
provide hands-on experience to the students.

To tackle the aforementioned lack, this article includes the following contributions:
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• A practical use case-based teaching methodology is proposed. Such a methodology is based
on Shodan [17], an online tool that accelerates significantly the IoT device reconnaissance stage,
which is usually the most time and resource consuming stage on a cybersecurity assessment.

• This article also provides an introduction to the basics on IoT cybersecurity for future developers,
which can harness Shodan Application Programming Interfaces (APIs) to build tools to automate
IoT device vulnerability assessments.

• A theoretical and empirical approach to IoT security is provided to help educators to replicate
the teaching results obtained by the authors, which have successfully put them in practice in
seminars and master courses since 2018. For such a purpose, multiple practical use cases are
provided together with useful guidelines to prevent Shodan-based attacks.

The rest of this article is structured as follows. Section 2 analyzes the most recent and relevant
work on cybersecurity and IoT security teaching. Section 3 details the proposed teaching methodology.
Section 4 details the basics on IoT cybersecurity, including the most common security concerns and
the most popular IoT devices and architectures. In addition, Section 4 indicates the main IoT security
attacks and describes the typical IoT audit/attack methodology. Section 5 details the basics on Shodan,
and Section 6 suggests multiple use cases to put into practice the proposed teaching methodology.
Finally, Section 7 is devoted to the conclusions.

2. Related Work

2.1. Cybersecurity Teaching and Learning

Despite the increasing importance of cybersecurity, it is currently not taught extensively in many
universities around the world. Some universities have incorporated cybersecurity topics in their study
programs [18], but it is still difficult to determine which core competencies should be imparted and
then find experts to teach them [19].

Although most cybersecurity teaching still follows the traditional approach based on lectures
and labs, some universities have taken them to the cloud and thus imparted virtual cybersecurity
lectures on cloud-based platforms. For instance, the authors of [20] describe their experience when
teaching a cybersecurity course across two campuses via a virtual classroom. The authors use the
Amazon Web Services (AWS) cloud and remark as its main advantage that students perform the
exercises in a contained and secure environment without having to deal with cumbersome tasks to
set up and configure cybersecurity tools. A similar approach is detailed in [21], where the concept of
Cybersecurity Lab as a Service (CLaaS) is proposed to provide cybersecurity experiments to students
that can be anywhere and that only need an Internet connection and a device like a laptop, tablet, or a
smartphone to carry out the required tasks of the course.

Commercial software and hardware can be used for recreating real-world scenarios for
cybersecurity labs, but some researchers find them limited in different aspects and thus created
their own frameworks. For instance, in [22], a cybersecurity framework is proposed to develop
hands-on experiments rapidly, making use of two incentive models to engage the participants: a model
to encourage engineers to contribute with data and experiments and a model to encourage universities
to use the contributed data/experiments for education. A different approach is followed in [23],
where researchers from Northumbria University (United Kingdom) propose a low-cost and flexible
platform that is used as honeypot and that can be integrated with general purpose networks. Similarly,
in [24], a modular testbed for teaching cybersecurity in a simulated industrial environment is presented.
By using a flipped classroom methodology, students learn about threats associated with the industrial
control system domain, develop an educational game, and exercise their soft skills during multiple
public presentations.

Regarding IoT cybersecurity teaching, there are not many well documented success cases in the
literature. An example is detailed in [25,26], where a course in secure design is described. Such a course
is aimed at teaching students how to make user-centered cybersecure products that communicate
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threats in a better way and that emphasize key decisions to the user. The course consists of classroom
instruction, hands-on labs, and prototyping tasks where the students build a conceptual model of a
popular IoT smart home product.

Practical experimentation seems to be essential in IoT cybersecurity learning, as it allows the
students to retain the knowledge longer than when only traditional lectures are given [27]. For instance,
practical experiments carried out with the hardware platform Proxmark3 are key when teaching [28]
and evaluating [29] Radio Frequency Identification (RFID) cybersecurity.

Apart from hands-on assignments, other approaches to cybersecurity training include serious
games [30]. Examples range from cybersecurity competitions with penetration testing practices [31],
capture the flag games [32–34], online learning platforms [35], red versus blue teams [36],
or build-it/break-it/fix-it competitions [37]. In this regard, Hendrix et al. [38] investigate whether
serious games can be effective cybersecurity training tools. Although their results are generally positive,
the authors remark that the evaluation sample size was small and selected. Moreover, the studied
games were designed for a very short-term interaction (to be finished in one session), and those papers
that included an evaluation only considered immediate short-term impact. Therefore, although the
authors considered the positive early indications, the question of whether serious games are effective
at training was difficult to answer conclusively. As a result, they concluded that games could represent
specific case studies and facilitate case-based learning approaches.

Finally, it is worth mentioning that the vast majority of the IoT cybersecurity literature is aimed at
training/teaching university students, but it is also important to consider younger students, who are
progressively being taught to code from a younger age. This is why the authors of [39] analyzed
potential security and privacy issues that may arise when teaching children how to program the
BBC micro:bit platform, which can be used by kids to build their own IoT devices. Other authors
focused on promoting training all age groups and on further engaging female students [40]. In such a
paper, the authors emphasize the role of problem solving using the scientific method and experiential
learning activities.

In contrast to some of the previously mentioned IoT security initiatives, this article proposes to
make use of a tool that can be used remotely by any student with just a device able to run a web
browser and an Internet connection. Therefore, there is no need for expensive hardware or cloud
infrastructure (in the imparted courses, students with smartphones were able to perform most of the
methodological steps as if they were using more powerful computers). In addition, although the
proposed methodology was specifically conceived for university students, it can be easily adapted to
high school teaching. However, it must be pointed out that the practical use cases described later in
Section 6 allow for detecting many real-world exposed IoT devices, including some related to industrial
or critical scenarios, which may lead to access voluntarily or involuntarily IoT devices and networks
that belong to third parties. Therefore, every student/researcher/teacher should check and follow the
respective law of his/her country and, of course, not cause any trouble or damage to the involved
IoT systems.

2.2. Shodan for IoT Cybersecurity

There are different web-based search engines for generic vulnerability scanning like Zmap [41] or
Censys [42], and other online tools like Thingful [43] that are used for gathering data from connected
IoT devices, but Shodan is currently the best suited for learning IoT cybersecurity due to the ease of
use of its web and API interfaces.

In the last years, several researchers made use of Shodan to evaluate the security of different
IoT devices. For instance, in [44], the authors used Shodan to detect devices like routers, firewalls,
or web cameras that made use of default credentials or simple passwords. Similarly, in [45], Shodan
was used together with other tools like Masscan and Nmap to detect vulnerable DSL routers, printers
and IoT devices affected by the Heartbleed bug. In the case of [46], webcams and connected smart
cameras were the ones analyzed: the researchers found thousands of them poorly configured or with
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no security. Other researchers corroborated such results and concluded that webcams are in general
barely protected and can be used for cyberattacks [47]. Even more concerning are the results of the
work detailed in [48], where numerous vulnerable medical devices were detected using Shodan.

It is also worth mentioning the survey in [49], which emphasizes the need for hardening
IoT device security at the view of the ease of use of Shodan and the existence of tools like
ShoVAT [50], which automate vulnerability identification. Nessus [51] can also be used for vulnerability
identification together with Shodan [52]. Such an assessment can also be carried out through scripts,
like the authors of [53] did back in 2014 to detect thousands of exposed webcams, printers, and even
traffic control systems. Finally, it must be noted that IoT security analyses can be restricted to certain
physical locations or organizations. For instance, in [54], the authors scanned IoT vulnerabilities in
Jordan, finding numerous open webcams, industrial control systems and automated tank gauges.

3. Teaching Methodology

This article proposes to structure the learning/teaching process into four main parts:

• Introduction to the main IoT cybersecurity concepts. In this first part, the basics on IoT topics
like IoT communications architectures, common IoT devices, and attacks to IoT systems are
addressed.

• Introduction to the vulnerability assessment tool. This second part deals with the basics on the
use of Shodan.

• Practical use case-based analysis. A set of use cases is given to the students in order to apply to
them the proposed analysis methodology. At this point no knowledge of computer programming
is required, only a web browser with access to Shodan.

• IoT audit/attack automation. In this final part the students learn how to develop scripts to
automate the cybersecurity assessments that in the previous part they performed manually
through the Shodan web interface.

The first three of the previous four parts can be carried out by most students that have a minimum
knowledge of computers and IoT. Nonetheless, the methodology obtains better results with computer
science and electrical engineering students, who usually have a good previous knowledge on how IoT
devices and architectures work.

The previously mentioned structured content is typically imparted in an intensive six-week course.
Each week, one and a half hours are dedicated to theoretical lectures and another one and a half hours
to practical labs. In addition, the students carry out a guided final project on the security of a specific
device or field. Although the students choose freely the theme of the project, they are guided by the
course instructor to make the most out of the learning experience.

It is important to note that the proposed teaching structure is not lineal throughout the course:
most of the theoretical concepts are given during the first three weeks, whereas the last three weeks
are essentially focused on the labs and on the final project. Thus, the last three weeks are taught in a
flipped classroom format [55], where students are given additional content (e.g., links to IoT security
presentations from conferences like DEF CON [56], BlackHat [57], or CCC [58]) that are later discussed
during the face-to-face time.

At the end of the course, the students deliver three reports and the corresponding software for
the labs and for the final project. The grades are given as follows: 40% of the grade is related to an
exam on the theory, 30% is for the lab reports, and 30% is for the final project.

The following syllabus was proposed during the imparted courses:

1. Essential IoT cybersecurity Part I (theory, week 1).

• Introduction to IoT.
• Traditional IoT architectures.
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• Advanced IoT architectures.

2. Shodan basics (lab 1, week 1).

• Introduction to Shodan.
• How Shodan works internally.
• Shodan basic use.
• A first search with Shodan.

3. Essential IoT cybersecurity Part II (theory, week 2).

• Popular IoT devices.
• Main components of an IoT device.
• Main IoT-device security problems.

4. Practical IoT security analysis with Shodan (lab 2, week 2).

• Analysis methodology.
• Practical use cases.

– Webcams.
– Home automation systems.
– Home devices.

5. Essential IoT cybersecurity Part III (theory, week 3).

• Common IoT-device vulnerabilities and attacks.

6. Shodan query automation (lab 3, week 3).
7. Final project (weeks 4-6).

It is important to note that teachers should emphasize throughout the lectures the importance of
the legal dimension and possible consequences of putting Shodan and similar cybersecurity tools to
practice. The next sections of this article provide details on the main topics of the previous syllabus.

4. Essential IoT Cybersecurity

4.1. Main Concerns on IoT Security

As it was previously mentioned in the Introduction of this article, the security of many IoT
devices is conditioned by their computational simplicity and their dependence on batteries. The former
prevents developers from using security mechanisms that require relevant amounts of computing
power or memory, while the latter deters them from implementing complex cryptosystems that
can drain the battery fast. There are high-security energy-efficient mechanisms [59], but their
implementation is not very common in commercial IoT devices.

Static memory is also a common problem in IoT resource-constrained devices, as software bugs
and misbehaviors can be discovered after the deployment stage and thus require to patch the device
firmware. Unfortunately, many IoT devices (e.g., sensors and actuators) have not been designed to be
updated, like the ones based on Application-Specific Integrated Circuits (ASICs) or whose firmware is
stored on a Read-Only Memory (ROM). Other devices are difficult to update for most users, such as
the IoT devices that require to disassemble the device and plug a specific hardware programmer in.
Nonetheless, it must be mentioned that some IoT devices (usually the most computationally powerful,
like smart TVs) can be updated via Over-the-Air (OTA) updates, which allow for receiving periodic
firmware patches, dynamic configuration settings, or encryption keys from an IoT provider or a user.

Although most IoT users are essentially concerned by end-device security, IoT networks are
composed by other devices like gateways or remote clouds that are also vulnerable to attacks.
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As an example, Figure 2 shows, on the right, the main components of a traditional IoT cloud-based
architecture, which is currently the most popular among commercial IoT deployments. Such an
architecture consists of three layers. The layer at the bottom is the IoT-node layer, which is composed
by IoT devices that collect data from their embedded sensors and that receives remote commands
from the cloud. IoT nodes connect to the cloud through the gateway layer, which includes local
gateways (e.g., wireless or wired access points) and gateways deployed by Internet-Service Provider
(ISPs) to reach the Internet. Finally, at the top of the architecture is the cloud, which stores, processes,
and provides access to the collected data and allows for sending commands to the IoT devices.

Local Gateways

Gateway Gateway

Gateway

Cloud

Remote UsersRe Other IoT Networks

Third-Party 
Services

Edge Layer

IoT Node Layer

Backbone Gateways

IoT Network B

Sensor Node
Smart 

Agriculture

IoT Network A

Smart TV Home 
Automation

IoT Network D

Smart 
Appliance

Local Fog Gateway Local Fog Gateway Local Fog Gateway

Cloudlet

Local Gateways

Gateway

Gateway

Gateway Gateway

Gateway

Gateway

Gateway Layer

Backbone Gateways

IoT Network C

Smart TV Home 
Automation

Cloud-Based ArchitectureEdge Computing-Based Architecture

Figure 2. Components of cloud-based and edge computing-based IoT architectures.

4.2. Traditional and Advanced IoT Architectures

Although cloud-based architectures are currently the most popular, they are related to certain
security problems that can be prevented by using other advanced architectures. For instance, one of
the problems of cloud-based architectures is that they concentrate most of the complex processing
and storage on the cloud. This means that the cloud becomes a point-of-failure and, if it has a fault
(e.g., due to a cyberattack, to periodic maintenance, or to a power outage), then the whole IoT system
stops working properly. Moreover, when a lot of devices perform requests simultaneously, the cloud
becomes a bottleneck that slows down the operation of the IoT network due to the excessive workload.

To tackle the previously mentioned issues, decentralized architectures based on edge computing
are useful. Figure 2 shows, on the left, the main components of an edge computing based architecture,
where three main layers can be distinguished: the IoT node layer, the cloud, and the edge computing
layer. The IoT node layer and the cloud operate in a similar way to a traditional cloud-based
architecture. The key layer is the edge layer, which provides edge computing services through
fog computing gateways and/or cloudlets [60–62]. Fog computing gateways are often devices like
Single-Board Computers (SBCs) that provide fast responses and some processing power to the IoT
devices in order to reduce latency and the amount of network traffic that is forwarded to the cloud.
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Cloudlets have similar objectives, but they are usually high-end computers that perform computing
intensive tasks locally. It is also important to note that edge computing nodes can communicate with
each other, thus being able to collaborate among them to carry out specific tasks.

There are also other alternative architectures for deploying IoT systems, like the ones based on
mist computing [63] or on blockchain [64], which are currently still being studied by industry and
academia even for future post-quantum scenarios [65].

4.3. Popular IoT Devices and Cyberattacks

There are many traditional devices that have been enhanced by enabling new features by adding
an Internet connection. This is case of TV sets, set-top boxes, home automation systems, intelligent light
bulbs, or smart power outlets. Most of them make use of a cloud-based architecture that centralizes
request processing in a remote cloud. In this way, if, for instance, a user wants to switch on an smart
power outlet through a smartphone app, the user request is first sent to the remote cloud and then
the cloud forwards it to the power outlet. This switch-on process is described step by step in Figure 3,
where it can be observed that a number of potential problems can arise when user-to-cloud and power
outlet-to-cloud communications security is either weak or neglected. Some examples are:

• An evil twin attack can be performed to create a fake local gateway that is able to route IoT device
communications to another remote server.

• DoS or DDoS attacks can be performed on the cloud, thus preventing users from sending
commands or receiving information from the IoT devices. Similar results may be achieved by
carrying out such Dos/DDoS attacks on the communications gateways, which are usually less
powerful and less prepared for supporting cyberattacks.

• Weakly encrypted or plain-text communications can be intercepted through sniffers or
Man-in-The-Middle (MiTM) attacks, which can gather data on the user or on certain IoT device
activities.

• Insecure IoT systems can also be affected by MiTM attacks that are able to modify commands or
IoT device responses so as to change the expected behavior of the system.

The impact of the previously mentioned cyberattacks is not only related to traditional homes, but
it is amplified due to the broad application fields where IoT is involved, like the deployments related
to healthcare [66], smart cities [67], smart infrastructure [68], smart campuses [69], intelligent transport
systems [70], or defense and public safety.

In addition, it is important to note that IoT devices like the smart power outlet included in Figure 3
are composed by three different components: hardware, software, and connectivity. Each of such
components can be subject to specific attacks and vulnerabilities:

• Hardware attacks. This kind of attacks is related to vulnerabilities that affect certain hardware
parts embedded into an IoT device. Examples of such attacks are:

– Physical attacks.
– Battery/power removal.
– Reverse engineering of the hardware.
– Denial of Service (DoS) attacks to drain batteries.

• Software attacks. These vulnerabilities are related to software bugs or to certain misbehavior that
lead to security problems. For instance, some software attacks of this type are:

– Software reverse engineering.
– Software vulnerabilities that have or have not been properly patched.
– Malicious software injection.
– Weak cryptographic implementations.
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• Connectivity attacks. As connectivity is key for implementing the IoT paradigm, IoT devices
are vulnerable to traditional attacks aimed at intercepting the exchanged data or at triggering
certain behaviors by impersonating an authorized third party. Thus, some of the most relevant
connectivity attacks are:

– DoS attacks.
– Jamming and radio interference.
– IoT node impersonation and Sybil attacks.
– Man-in-the-Middle attacks.
– Network protocol attacks.

Local
Gateway

Gateway

Gateway

Cloud

Remote UsersRe

Gateway Layer

IoT Node Layer

Backbone 
Gateway

IoT Network

Smart 
Power Outlet

1. A user requests to switch on 
    smart power outlet.

2. The cloud forwards the request 
     to the power outlet.

3. The power outlet receives 
     the switch-on command.

4. The power outlet 
    acknowledges the 
    execution of the 
    command.

5. The execution acknowledgement 
    is received by the cloud.

6. The execution of the command
    is confirmed to the user.

Evil Twin Attacks
MiTM Attacks

DoS/DDoS Attacks
Network Protocol Attacks

Data Sniffing
MiTM Attacks

Jamming
Protocol Reverse Engineering

Physical Attacks
Battery/Power Removal

Reverse Engineering
DoS Attacks

IoT Node Impersonation
Sybil Attacks

Software Vulnerabilities
Malicious Software Injection

DoS/DDoS Attacks
Software Reverse Engineering

Software Vulnerabilities
Weak Administration Panel Security

Cloud Impersonation

Figure 3. Switching on an IoT-enabled power outlet using a cloud-based architecture.

4.4. IoT Audit/Attack Methodology

Figure 4 illustrates the main steps of the proposed IoT audit/attack methodology, which essentially
consists of four phases:

• Reconnaissance. In this phase the auditor/attacker gathers information on the IoT target.
The collected data may come from multiple sources (e.g., manufacturers, IoT providers,

93



Sensors 2020, 20, 3048

and hardware datasheets) and includes the traditional port scanning process in order to determine
which services are available.

• Audit/Attack plan. The auditor/attacker designs the steps involved in the devised audit/attack
strategy and selects the most appropriate tools to implement the plan. In many cases it is necessary
to develop specific tools to later exploit certain IoT device vulnerabilities.

• Access to the IoT system. The previously selected tools are used to access the IoT system.
Such tools exploit hardware, software, or connectivity vulnerabilities.

• Execution. After accessing the system, an attacker/auditor will put in practice the previously
planned strategy to take control of one or more IoT devices. It is common to make use of
certain software mechanisms to maintain the access to the IoT system for future intrusions (e.g.,
by opening a backdoor).

Figure 4. IoT device audit/attack methodology.

Among the previously mentioned phases, the first one (reconnaissance) is usually tedious and
requires to dedicate a significant amount of time and resources. However, as it is detailed in the next
section, thanks to Shodan, this stage can be noticeably shortened.

5. Shodan Basics

5.1. Aims and Inner Working

Shodan is actually a search engine that scans the Internet IP by IP looking for available services.
Such services are detected by parsing banners, which are essentially text that allow for identifying
login interfaces or certain service characteristics. An example of a banner is the typical Secure Shell
(SSH) login interface, which may provide details on the software of the SSH server or on the computer
where it is executed. Shodan indexes banner information and then allows for consulting it through a
web interface (shown in Figure 5) and programming APIs.

Underneath, Shodan makes use of crawlers that gather data continuously. There is a crawler
network that operates in different countries to prevent IP geo-blocking. Each crawler execute a really
simple script that carries out the following steps [71]:

1. A random IPv4 is generated.
2. A random port is selected among the ones supported by Shodan, which are usually related to

essential services.
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3. The crawler tries to connect to the select IP and port, and if a connection is established, it collects
the banner.

4. Go back to step 1.

Figure 5. Shodan main web page.

5.2. Basic Use and Web Interface

Shodan can be used as any web search engine, but its use and results differ depending on the user
role: there are non-registered users, free registered users, and paid registered users. Each type of user
can perform a different number of requests per month, scan a limited number of IPs, and monitor a
network with a different maximum of IPs. Differences also exist on the use of certain features, like the
application of certain filters or the provided support. Researchers, educators, and students that register
with an academic email address can receive a free upgrade (which needs to be requested by email) that
enables accessing enough functionality to teach/learn how to use Shodan, but that is usually limited
to not to use the accounts to develop commercial applications.

To illustrate the features of Shodan with an example, it can be for instance searched for “openwrt”.
OpenWrt [72] is actually an operating system based on Linux for embedded devices that can be
executed in IoT networks by devices like routers, SBCs, Network Attached Storage (NAS) servers,
WiFi extenders, or webcams. The previous Shodan search will lead to a screen like the one shown in
Figure 6, which indicates the most relevant sections of the result list page.

Most Relevant Data of the Result: 
IP, Hostname, Organization, 

Latest Update, Location HTTP Response

Total Number of Results

Results Classified by Country, 
Service or Organization

Result List

Figure 6. Example of Shodan result list page.
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When the user clicks on Shodan Maps, the web interface shows a map like the one shown in
Figure 7, where the estimated location of the detected OpenWrt devices is depicted. Figure 8 shows the
extended information for one of the results obtained in the search. In this screen, on the left, for some
devices, detected vulnerabilities are shown. The collected raw data can be accessed by clicking on
“View Raw Data”.

Figure 7. Shodan Maps interface.

Estimated Location

Main Device Identification Data

Access Link
to the Raw Data

Detected
Open Ports

Collected Banner

Figure 8. Shodan individual result data page.

Among the multiple features included by Shodan, filters are one of the most useful when looking
for specific IoT devices. The following are some of the most relevant:

• country: it specifies the country of the detected devices through an ISO 3166-1 alfa-2 code.
For instance, if the previous Shodan search was meant to be limited to the United States,
the following query text should be indicated: “openwrt country:US”.

• city: it indicates the city of the devices to be located. For instance: “openwrt city:Barcelona”.
• geo: it allow for filtering the results depending on their geographical coordinates. If, for instance,

the previous results were aimed at obtaining the OpenWrt devices that are located next to Paris
city center, the Shodan search would be: “openwrt geo:48.860151,2.336200”. Moreover, this filter
can received a third parameter that indicates the maximum radius of the search. For example,
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the previous search can be modified to obtain the devices that are in a circle of one kilometer
around coordinates 48.860151, 2.336200: “openwrt geo:48.860151,2.336200,1”.

• net: it filters the results according to an IP range indicated in Classless Inter-Domain Routing
(CIDR) notation. An example would be: “openwrt net:37.13.0.0/16”.

• port: it allows for filtering the results depending on the detected open ports. For instance,
the following Shodan query would return the OpenWrt devices whose port 21 (FTP) is open:

“openwrt port:21”.
• org: it filters the results according to the organization they belong to. As an example, the following

query would indicate the OpenWrt devices that are managed by Amazon: “openwrt org:amazon”.

More filters and their parameters can be found in [73].

6. Practical IoT Security Use Case Analysis with Shodan

6.1. Use case Analysis Methodology

6.1.1. Teacher Perspective

From the teaching point of view, the following methodology would be recommended:

• As a first step, the teacher will give the students a list of Shodan searches (like some of the given
in Section 6.2).

• Basic analysis. The students analyze the results obtained by each query and determine which IoT
device they are looking for and what it is used for. This process usually involves multiple Google
searches to look for vendor information like device manuals/datasheets.

• Vulnerability assessment. The students study the vulnerabilities detected by Shodan, they look
for default credentials and for other potential cybersecurity problems.

As an example, the previously detailed methodology can be applied to a popular webcam software
for Microsoft Windows:

• First, the teacher would give the students the following Shodan query without giving further
details on the IoT device: webcamxp.

• Next, the students would introduce the query in Shodan and would find out that several
thousands of results (more than 5000 as of writing) are shown, most of which are related to
a webcam software. As Shodan currently returns a relevant number of honeypots, the students
would have to make use of filters to retrieve real webcams. For instance, a refined Shodan search
would be: product:"webcamXP httpd".

• After applying the appropriate filters, it is not difficult to find open webcams like the one shown
in Figure 9 on the right. It is also straightforward to find further information on the software by
looking for webcamxp manual through a web search engine.

• Finally, the students will look for security vulnerabilities of the IoT device. In this specific case,
the vast majority of the detected webcams neither make use of passwords or implement any kind
of access restrictions to control the webcam. The cybersecurity of the hosts that make use of each
webcam can be further analyzed with the help of Shodan (e.g., open ports or services), but such a
traditional analysis is in general out of the scope of a course focused on IoT cybersecurity.

6.1.2. IoT Researcher Perspective

• Determine the target IoT device.
• Build the Shodan search. This first step requires to determine the most appropriate query and its

filters in order to obtain the desired list of target IoT devices.
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• Look for additional information on the target IoT device. This process may involve looking for
information provided by the manufacturer or for the default credentials indicated in the user
manual.

• Vulnerability assessment. In this step it is necessary to analyze the vulnerabilities found
by Shodan, the security data provided by the manufacturer or already published Common
Vulnerability and Exposure (CVE) reports.

The WebcamXP example given in the previous subsection for the teacher perspective can be used
to illustrate how the proposed methodology would be applied by an IoT researcher:

• First, the researcher would set as an objective to find vulnerable webcams that make use of
WebcamXP software.

• Next, the researcher will design a first Shodan query (for instance, webcamxp) to retrieve the
maximum possible amount of IoT devices. Once a webcam is successfully detected (like the one
shown in Figure 9 on the right), the Shodan search can be easily refined to avoid collecting data
from honeypots and from other devices that include the word webcamxp in their banner. For such
a purpose, the researcher can analyze the raw information collected by Shodan and select certain
fields and values that are highly likely to remain constant for most of the targeted IoT devices.
For instance, filtering out by product (Shodan query: product:"webcamXP httpd") or by certain
fields of the HTTP header (Shodan query: "Pragma: no-cache Server: webcamXP") can be useful.

• At this point, the researcher may be interested in finding more information on the possibilities
that the webcam software can bring to a remote auditor/attacker. For such a purpose, further
information on the webcam software is available on the WebcamXP user manual, which can be
easily found through a web search engine.

• Although most of the WebcamXP webcams found through Shodan are completely open,
the researcher may be interested in exploring further security vulnerabilities of the detected
IoT devices. In such a case, CVE repositories like CVE Details allow for searching for
WebcamXP vulnerabilities [74], showing three CVE reports: CVE-2008-5862, CVE-2005-1190,
and CVE-2005-1189. Shodan academic users can make use of the mentioned CVE IDs
and Shodan’s vulnerability filter to obtain vulnerable devices directly (Shodan query:
vuln:CVE-2008-5862).

6.2. Practical use Cases

6.2.1. Webcams and Video Surveillance Systems

Webcams and video surveillance systems probably provide the most common examples on how
users lack of knowledge on IoT device security affects privacy and security around the globe: it is
currently very easy to find unprotected webcams and video surveillance systems that use their default
credentials. Examples of Shodan queries to find this kind of systems are:

• Linksys WVC80N Wireless Internet Camera (Shodan query: WVC80N). This is a webcam for
home monitoring that is more than 10 years old, but that still is serving in homes and industrial
installations. The problem is that many users either use the default credentials (admin/admin)
or do not use authentication at all, which causes a privacy problem (an example of screenshot
obtained from an open WVC80N webcam is shown in Figure 9 on the left).

• ExacqVision (Shodan query: “server: wfe”). This is a video surveillance system that allows
for watching and managing multiple webcams through a web interface. The problem is that
a significant number of users do not configure authentication or make use of weak/default
credentials.

• AXIS webcams (Shodan query: “port:80 has_screenshot:true”). As of writing, more than 3000
of these webcams can be found through Shodan, many of them requiring no credentials to
watch them.
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• AVTECH IP webcams (Shodan query: linux upnp avtech). More than 180,000 AVTECH devices can
be currently found by Shodan with the previous query, although many of them require credentials
to access the video stream. Although the latest firmware versions ask for a verification code,
there is a significant number of webcams that make use of the default credentials (admin/admin).

Figure 9. Screenshots of open WVC80N (left) and WebcamXP (right) webcams found with Shodan.

6.2.2. Home Automation Systems

The presence of home automation systems whose security is neglected is also significant.
The following are some examples of Shodan queries that will retrieve open or weakly protected
home automation system:

• JUNG KNX (Shodan query: Jung KNX). This is a home automation system whose smart control
panel can be accessed remotely with no need for credentials (an example of such a smart panel is
shown in Figure 10 on the left).

• Jeedom (Shodan query: Jeedom). It is a French open-source home automation system that usually
provides a web interface and, in many cases, an open Message-Queue Telemetry Transport
(MQTT) broker.

• Somfy alarm system (Shodan query: title:"Centrale" Pragma:"no-cache, no-store”). The previous
search allows for locating thousands of Somfy alarm systems, which provide a web interface for
remote user authentication.

• Insteon home automation system (Shodan query: title:"powered by insteon”). Most of the Insteon
installations located through the previous Shodan search require no authentication, so remote
users can interact directly with them (a example of an already hacked system is shown in the
screenshot in Figure 10 on the right).

Figure 10. Screenshots of open Jung KNX (left) and Insteon (right) home automation systems.

99



Sensors 2020, 20, 3048

• Creston control hub (Shodan query: Crestron PYNG-HUB). The web panel of this hub is used by
hundreds of users to monitor and control their home automation devices.

6.2.3. Home Devices

Like in the case of home automation systems, many home IoT devices are weakly secured or not
secured at all. Some examples of interesting Shodan queries are:

• iKettle (Shodan query: ikettle). It is a smart appliance to boil water remotely.
• WebIOPi (Shodan query: webiopi). It is a framework for creating and deploying IoT applications

with Raspberry Pi. Many installations are not password protected (an screenshot from one of
such installations that monitors environmental temperature is shown in Figure 11 on the left).

• Open Virtual Network Computing (VNC) systems (Shodan query: has_screenshot:true product:VNC
"authentication disabled"). The previous query allows for detecting VNC systems whose
authentication has been disabled.

• MQTT brokers (Shodan query: "MQTT Connection Code: 0" set –alarm). Although MQTT is very
popular among IoT developers, its security, in many cases, is neglected. Thus, the previous
Shodan query finds a significant number of open MQTT brokers.

• Yamaha AV receiver (Shodan query: "HTTP/1.1 406 Not Acceptable" "Server: AV_Receiver”). Many
Yamaha Internet-enabled AV receivers, which provide a remote web interface, have disabled their
authentication (a screenshot of one of them is shown in Figure 11 on the right).

Figure 11. Screenshots of open WebIOPi (left) and Yamaha (right) installations.

6.3. Automating Attacks

6.3.1. Shodan APIs

Shodan web interface provides a fast way to perform general evaluations on IoT devices or on
very specific use cases. However, to automate use case analysis, the APIs provided by Shodan are
more appropriate.

Currently, Shodan provides APIs for Python, Ruby, PHP, C#, Go, Haskell, Java, Node.js, Perl,
PowerShell, and Rust. Two specific APIs are defined: a Representational State Transfer (REST) API
and a streaming API. The REST API is aimed at interacting with Shodan through GET, POST, DELETE,
and PUT requests. The streaming API is able to exchange data that is embedded into JavaScript
Object Notation (JSON) files. Shodan also provides an additional REST API for exploits [75], which
normalizes exploit information after collecting it from multiple vulnerability data sources.

6.3.2. Teaching Shodan Scripting

In order to learn how to automate the manual steps described in Section 6.1, the following tasks
can be performed by students/learners:
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1. Install the code development environment. This usually requires importing Shodan search library.
2. Perform an initial Shodan query through the code to find a specific version of an IoT device.
3. Modify the code in (2) to print the IP and country of every obtained result.
4. Modify the code in (3) to print, for each detected IoT device that has vulnerabilities, the number

of detected exploits according to Shodan exploit REST API.

For instance, the following steps would be needed to perform the previous four tasks when
using Python:

1. First, it is necessary to install Python and then install the Shodan module with the command “pip
install shodan”.

2. An example of the script required for carrying out step 2 is shown in Listing 1 (between lines 1
and 15). Note that, in order to execute the script, it is necessary to indicate the Shodan API key of
the developer. In the example, the indicated query can be changed to adapt to the user needs.

3. Listing 1 also shows the part of the script to perform step 3 (between lines 1 and 25). It is worth
noting that a 1 second delay is needed, as Shodan may limit the number of requests to one per
second.

4. Step 4 can be implemented in Python with the code below line 26 of Listing 1, which makes use
of the exploit REST API.

Listing 1: Example of Python script to automate Shodan queries.

1

2 import shodan

3 from time import sleep

4

5 SHODAN_API_KEY = "[INSERT HERE YOUR API KEY]"

6 api = shodan.Shodan(SHODAN_API_KEY)

7

8 query = ’webcamxp ’

9

10 try:

11

12 # Step 2 - Search using Shodan API

13 results = api.search(query)

14 print(’Total number of results: {}’.format(results[’total ’]))

15

16 for result in results[’matches ’]:

17

18 # Step 3 - Print IP and country for every obtained result

19 print(’IP: {}’.format(result[’ip_str ’])) # The IP for each result is printed

20 #print(result[’data ’]) # To print raw data for each result

21 host = api.host(result[’ip_str ’])

22 print(’- Country: {0}’.format(host.get(’country_name ’, ’n/a’)))

23 print(’’)

24 sleep (1) # A 1-second delay is necessary to respect Shodan API restrictions

25

26

27 # Step 4 - For each device IP, vulnerabilities and exploits are listed

28 try:

29 if str(host.get(’vulns ’)) != ’None’:

30 print(’-------------------- Exploit list --------------------’)

31 for vulnerability in host.get(’vulns’):

32 exploits = api.exploits.search(vulnerability)

33 sleep (1)

34 print(’Found {0} exploits for vulnerability "{1}" \n’.format(

35 exploits.get(’total’), vulnerability))

36

37 except shodan.APIError as erro:

38 print(

39 ’Error during exploit query: "{0}" ’.format(query))

40 print(’Shodan error: {0}’.format(erro))

41

42 except shodan.APIError as e:

43 print(’Error: {}’.format(e))
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6.4. Practical Teaching Results

During the last years, the previously described methodology was taught at the University of
A Coruña to students of the cybersecurity master program. Each student received three individual
Shodan queries and had to first apply the methodology described in Section 6.1.1, and then learned to
automate such queries through scripts, following the steps indicated in Section 6.3.2.

As a reference, the following paragraphs summarize the results obtained by the students of the
2020 class where 16 students (two women and fourteen men) took part in the course. Most of them
were recent graduates from computer science and electrical engineering programs with good coding
skills and basic knowledge on cybersecurity, but almost no previous experience on IoT. They also had
no previous practical experience with Shodan.

• Sixteen reports were delivered, with an average of 33 pages per report.
• Different Shodan queries were performed to target 16 specific IoT devices.
• On such 16 IoT devices, 675 non-patched vulnerabilities were found related to already published

CVEs.
• Roughly 320 IPs and their running services were analyzed making only use of the information

provided by Shodan (no additional scanning tools were used).
• Of the 320 analyzed IoT devices, 87 of them required no credentials to access private data or

to manage the device. Moreover, 21 of them made use of the default user or administrator
credentials. These results indicate that roughly one out of three analyzed IoT devices could be
easily accessed by a remote attacker.

As an example, Table 1 summarizes some of the most relevant results obtained by the students.
The following are the main conclusions that can be withdrawn from such results:

Table 1. Summary of the most relevant results obtained by the students of class 2020.

IoT Device
Mootool-Based

Webcams

Insteon
Smart Home

Controller

Somfy
Alarm
System

IoT
Proliphix

Thermostats

Cannon
VB-M600
Network
Cameras

Twonky
Media
Server

#Shodan
Results 141 19 17,294 192 51 3846

#Analyzed
Devices 20 19 20 20 20 20

#Devices
without

Authentication
20 15 - - 9 20

#Devices with
Default

Credentials
- - 2 3 4 -

#Devices
Affected by

CVEs
4 - - - 1 -

#Detected
CVEs 66 - - - 359 -

1. Mootools-based webcams:

• Shodan query: ("webcam 7" OR "webcamXP") http.component:“mootools” -401
• Relevant results:

– All the 20 analyzed webcams required no credentials to view their content.
– Seven of the webcams were used as surveillance cameras in industrial scenarios, while

4 of them were aimed at watching road traffic in specific areas. In addition, 5 of the
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cameras were used as home surveillance systems. The other 4 webcams were used for
monitoring public spaces.

– Of the 20 analyzed systems, four of them made use of services and software affected by
66 vulnerabilities that were already documented as CVEs.

2. Insteon smart home controller:

• Shodan query: title:"powered by insteon"
• Relevant results:

– Only 19 results were obtained. Most of the IPs were located in Taiwan and were
deployed in homes.

– Of the 19 IoT systems, 15 of them required no credentials to interact with the smart
home system.

3. Somfy alarm system:

• Shodan query: title:"Centrale" Pragma: "no-cache, no-store"
• Relevant results:

– Several of the analyzed systems made use of the default credentials, so attackers could
access the alarm system and enable or disable it at will.

4. IoT Proliphix thermostats:

• Shodan query: title:"Status &amp; Control"
• Relevant results:

– A relevant number of the studied IoT systems either used the default user or
administration credentials, so a remote attacker could easily watch and manipulate the
thermostat.

5. Tesla PowerPack system:

• Shodan query: http.title:"Tesla PowerPack System"
• Relevant results:

– Some of the analyzed IoT systems could be accessed as administrator by making use
of the default credentials. However, most of the systems found through Shodan were
actually classified as honeypots.

6. Cannon VB-M600 network camera system:

• Shodan query: title:"Network Camera VB-M600" "200 ok server: vb"
• Relevant results:

– Of the 20 analyzed systems, nine of them could be accessed with no credentials,
while four made of use of the default credentials.

– The software used by these systems were affected by 359 vulnerabilities documented
through already published CVEs. Such vulnerabilities were essentially related to the
use of outdated versions of Linux and Apache Tomcat.

7. Twonky media server:

• Shodan query: "product:TwonkyMedia UPnP" http.title:"Twonky Server"
• Relevant results:
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– All the devices found through the indicated Shodan query were completely open, so
remote attackers can access the shared media content.

Given these results, as one of the students indicated in his report, “it can be concluded that
Shodan is a really powerful cybersecurity tool that is able to expose IoT device misconfigurations and
vulnerabilities in an easy and fast way; the possibility of using Shodan for automatic IoT vulnerability
assessments emphasizes the importance of taking care of security during IoT device installation and
configuration, and makes it necessary to patch their software periodically”.

Finally, it is worth mentioning that, during the course, there were no major problems respect to
the use of Shodan. The only relevant issues arose in relation to the following two topics:

• API-based development. During the development of the scripts the students had problems when
dealing with the Python wrapper API, as part of it was not properly documented.

• Critical infrastructure vulnerabilities. In case of finding vulnerabilities that affected critical
infrastructures, the students were told to warn the instructor so that he/she could take
the appropriate measures (e.g., to warn the company/entity through the university on the
encountered problems). For instance, during the course, the mentioned procedure was used by
a student that found VoIP communications system of a military company that used the default
credentials.

6.5. Preventing Shodan-Based Attacks on IoT Devices: Best Practices

The previous sections show that Shodan is a really powerful tool for performing IoT cybersecurity
audits and attacks. In the case of the former, an auditor can give the following recommendations to
prevent the audited IoT devices from being attacked through Shodan:

• Check your IP or your organization IP range to determine whether your IoT devices are already
indexed by Shodan. If they are indexed, verify their connectivity needs, trying to minimize the
number of them that accept incoming connections.

• Minimize the number of open ports. In addition, make use of firewalls to prevent potential
intrusions.

• Always try to use HTTPS instead of HTTP. This may be difficult to implement in certain
resource-constrained IoT devices. In addition, please note that it is very complex to have an
individual (no self-signed) certificate for each IoT device, so try to implement additional security
layers.

• Whenever possible, try to use a Virtual Private Network (VPN).
• Whenever possible, modify your IoT device banners and the exposed ports to make the

reconnaissance stage difficult for potential attackers. For instance, move the necessary ports to a
range that is not scanned by Shodan crawlers.

• Block Shodan crawler IPs to prevent IoT devices from being indexed. A good list of such crawler
IPs can be found in [76].

• In case the IoT device cannot be protected from being indexed by Shodan:

– Never use default or really common credentials (e.g., “admin”, “1234”).
– Try to use long usernames and passwords to avoid brute-force attacks.
– Update credentials periodically.
– Keep IoT device firmware updated.

6.6. Additional Course Topics

This article described the content, structure, and methodology applied to a 6-week course that,
due to time restrictions, is focused on detecting vulnerable IoT devices that are publicly exposed on
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the Internet. However, a complete IoT cybersecurity program should extend the proposed syllabus
and address other relevant topics, like:

• Ethical hacking. Students should learn about the implications and differences among black hat,
white hat, and gray hat hackers, which can make use of Shodan with different purposes.

• Legality. Cybersecurity researchers and students should be fully aware of the legal dimension
and potential consequences of making use of Shodan and other security tools.

• Defense against IoT attacks. Although Section 6.5 enumerates different recommendations to
protect IoT devices against Shodan-based attacks, IoT devices are exposed to many more attacks,
like the ones indicated in Section 4.3. Therefore, it is necessary to teach students how to protect
IoT devices from physical attacks, software/hardware reverse engineering, malicious firmware
updates, or rogue wireless access points.

• Critical infrastructure cybersecurity. IoT devices can be deployed in environments whose
infrastructure can be considered as strategical or critical due to the impact that cyberattacks can
have on them. For instance, cyberattacks on certain industries (e.g., chemical plants and power
plants) or infrastructure (e.g., bridges, dams, ports and railways) can have terrible consequences,
so students need to be trained on the specific characteristics of such environments and on the
most commonly used monitoring devices (e.g., Programmable Logic Controllers (PLCs) and
Industrial Control Systems (ICSs)).

• Mobile device security. A mobile device, like a wearable, a smartphone, or a tablet, can be
considered as a specific type of IoT device that provides users with certain communications
services and monitoring capabilities (e.g., by making use of embedded sensors like accelerometers,
gyroscopes, and GPS). For instance, unfortunately, Shodan can find thousands of open Android
devices (Shodan query: port:5555 debug) that require no credentials for accessing the internal
memory, for installing new applications, or for taking pictures with the embedded camera.
Therefore, students should understand how the most popular mobile operating systems and
devices work, and how they can be protected against cyberattacks.

• Platform security. Robot, cobot, Unmanned Aerial Vehicle (UAVs), or Augmented/Mixed/Virtual
(AR/MR/VR) platforms can be considered as IoT platforms that make use of sensors, actuators,
and communications subsystems that are expected to suffer from cybersecurity attacks. Students
should understand how to keep information protected, defend against unauthorized use,
tampering, or even physical damage.

7. Conclusions

IoT cybersecurity is a topic whose importance has been growing in the last years, but that has
not been extensively covered in IT university programs. To ease IoT cybersecurity teaching, this
article proposed a practical use case-based methodology that relies on Shodan, a search engine for
exploring the Internet that is able to find connected IoT devices. Thus, students only need a web
browser and Internet connectivity to carry out practical cybersecurity audits and analyses. Multiple
practical examples have been given to discover IoT-enabled devices like webcams or home automation
systems, which usually make use of default credentials and/or of weak authentication mechanisms.
In addition, the article showed examples of scripts that allow for using Shodan to automate IoT-device
vulnerability assessments. Thanks to the previous contributions, this article provided teachers and
developers the basics for creating future Shodan-based IoT cybersecurity courses and vulnerability
assessment software.

Author Contributions: T.M.F.-C. and P.F.-L. contributed equally to the involved analysis and writing. T.M.F.-C.
conceived the article and performed the data collection. All authors have read and agreed to the published version
of the manuscript.

105



Sensors 2020, 20, 3048

Funding: This work has been funded by the Xunta de Galicia (ED431G2019/01), the Agencia Estatal de
Investigación of Spain (TEC2016-75067-C4-1-R, RED2018-102668-T, PID2019-104958RB-C42) and ERDF funds of
the EU (AEI/FEDER, UE).

Conflicts of Interest: The author declares no conflicts of interest.

References

1. HIS, Internet of Things (IoT) Connected Devices Installed Base Worldwide from 2015 to 2025
(In Billions). Available online: https://www.statista.com/statistics/471264/iot-number-of-connected-
devices-worldwide/ (accessed on 9 April 2020).

2. Blanco-Novoa, O.; Fernández-Caramés, T.M.; Fraga-Lamas, P.; Castedo, L. A Cost-Effective IoT System for
Monitoring Indoor Radon Gas Concentration. Sensors 2018, 18, 2198. [CrossRef] [PubMed]

3. Ayaz, M.; Ammad-Uddin, M.; Sharif, Z.; Mansour, A.; Aggoune, E. M. Internet-of-Things (IoT)-Based Smart
Agriculture: Toward Making the Fields Talk. IEEE Access 2019, 7, 129551–129583. [CrossRef]

4. Fernández-Caramés, T.M.; Froiz-Míguez, I.; Blanco-Novoa, O.; Fraga-Lamas, P. Enabling the Internet of
Mobile Crowdsourcing Health Things: A Mobile Fog Computing, Blockchain and IoT Based Continuous
Glucose Monitoring System for Diabetes Mellitus Research and Care. Sensors 2019, 19, 3319.

5. Alam, M. M.; Malik, H.; Khan, M. I.; Pardy, T.; Kuusik, A.; Le Moullec, Y. A Survey on the Roles of
Communication Technologies in IoT-Based Personalized Healthcare Applications. IEEE Access 2018,
6, 36611–36631. [CrossRef]

6. Fraga-Lamas, P.; Celaya-Echarri, M.; Lopez-Iturri, P.; Castedo, L.; Azpilicueta, L.; Aguirre, E.; Suárez-Albela,
M.; Falcone, F.; Fernández-Caramés, T.M. Design and Experimental Validation of a LoRaWAN Fog
Computing Based Architecture for IoT Enabled Smart Campus Applications. Sensors 2019, 19, 3287.

7. Lu, Y.; Xu, L.D. Internet of Things (IoT) Cybersecurity Research: A Review of Current Research Topics. IEEE
Int. Things . 2019, 6, 2103–2115.

8. Augusto-Gonzalez, J.; Collen, A.; Evangelatos, S.; Anagnostopoulos, M.; Spathoulas, G.; Giannoutakis, K. M.;
Votis, K.; Tzovaras, D.; Genge, B.; Gelenbe, E.; Nijdam, N. A. From internet of threats to internet of things: A
cyber security architecture for smart homes. In Proceedings of the 2019 IEEE 24th International Workshop
on Computer Aided Modeling and Design of Communication Links and Networks (CAMAD), Limassol,
Cyprus, 11–13 September 2019; pp. 1–6.

9. IETF, RFC 8446: The Transport Layer Security (TLS) Protocol Version 1.3. Aug. 2018. Available online:
https://tools.ietf.org/html/rfc8446 (accessed on 9 April 2020).

10. IETF, RFC 3156: MIME security with OpenPGP. Aug. 2000. Available online: https://tools.ietf.org/html/
rfc3156 (accessed on 9 April 2020).

11. Tseng, C.H.; Wang, S.H.; Tsaur, W.J. Hierarchical and Dynamic Elliptic Curve Cryptosystem Based
Self-Certified Public Key Scheme for Medical Data Protection. IEEE Trans. Reliab. 2015, 64, 1078–1085.
[CrossRef]

12. Rivest, R. L.; Shamir, A.; Adleman, L. M. A method for obtaining digital signatures and public-key
cryptosystems. Commun. ACM 1978, 21, 120–126.

13. Koblitz, N. Elliptic curve cryptosystems. Math. Comput. 1987, 48, 203–209.
14. Kolias, C.; Kambourakis, G.; Stavrou, A.; Voas, J. DDoS in the IoT: Mirai and Other Botnets. Computer 2017,

50, 80–84. [CrossRef]
15. Ghavami, N.; Volkamer, M.; Haller, P.; Sánchez, A.; Dimas, M. GHOST-Safe-Guarding Home IoT

Environments with Personalised Real-Time Risk Control. In Security in Computer and Information Sciences:
First International ISCIS Security Workshop 2018; Euro-CYBERSEC; Springer: London, UK, 2018.

16. Meneghello, F.; Calore, M.; Zucchetto, D.; Polese, M.; Zanella, A. IoT: Internet of Threats? A Survey of
Practical Security Vulnerabilities in Real IoT Devices. IEEE Int. Things J. 2019, 6, 8182–8201.

17. Shodan Official Web Page. Available online: https://www.shodan.io (accessed on 9 April 2020).
18. Hölbl, M.; Welzer, T. Experience with Teaching Cybersecurity. In Proceedings of the 27th EAEEIE Annual

Conference, Grenoble, France, 7–9 June 2017; pp. 1–4.
19. Parekh, G.; DeLatte, D.; Herman, G.L.; Oliva, L.; Phatak, D.; Scheponik, T.; Sherman, A.T. Identifying Core

Concepts of Cybersecurity: Results of Two Delphi Processes. IEEE Trans. Educ. 2018, 61, 11–20. [CrossRef]

106



Sensors 2020, 20, 3048

20. Salah, K.; Hammoud, M.; Zeadally, S. Teaching Cybersecurity Using the Cloud. IEEE Trans. Learn. Technol.
2015, 8, 383–392. [CrossRef]

21. Tunc, C.; Hariri, S.; De La Peña Montero, F.; Fargo, F.; Satam, P.; Al-Nashif, Y. Teaching and Training
Cybersecurity as a Cloud Service. In Proceedings of the 2015 International Conference on Cloud and
Autonomic Computing, Boston, MA, USA, 21–25 September 2015; pp. 302–308.

22. Wang, L.; Tian, Z.; Gu, Z.; Lu, H. Crowdsourcing Approach for Developing Hands-On Experiments in
Cybersecurity Education. IEEE Access 2019, 7, 169066–169072.

23. Eliot, N.; Kendall, D.; Brockway, M. A Flexible Laboratory Environment Supporting Honeypot Deployment
for Teaching Real-World Cybersecurity Skills. IEEE Access 2018, 6, 34884–34895. [CrossRef]
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